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Phase I Summary Design Report 
 

1. Introduction 

In June 2006, the Millennium Challenge Corporation (MCC) contracted with the 

National Opinion Research Center (NORC) and its subcontractor, the Urban Institute 

(UI), to assist in designing and implementing impact evaluations for three components of 

its $295.3-million program in the Republic of Georgia: the Samtskhe-Javakheti Road 

Rehabilitation Activity (S-J Road), the Georgia Regional Development Fund (GRDF), 

and the Agribusiness Development Activity (ADA). The NORC/UI evaluation team was 

put together to address (1) MCC’s focus on results; that is, its commitment to conduct 

rigorous, thorough evaluations of these particular programs in order to fully assess the 

results obtained and (2) to identify lessons learned that can be applied to future MCC 

programs and to the development field at large. 

 

 While the second goal is important for all of the selected projects, it is of 

particular interest with respect to the S-J Road, both because the S-J Road project is such 

a large component in the Georgia Compact and because road projects comprise a 

significant portion of projects in MCC proposals overall. In addition to the direct benefits 

to MCC that a rigorous road evaluation would produce, MCC is also interested in 

contributing to the larger body of development knowledge about road programs.  

 

This report describes the evaluation team’s recommended approach for the impact 

evaluation design and the steps to be taken for Phase II working with the Georgian 

Government’s Department of Statistics (DS) and the Millennium Challenge Georgia 

Fund (MCG) to build capacity and establish the systems necessary for implementation.1  

 

The evaluation design is intended to address the key questions posed by MCC 

about the impact of two of the activities funded under the Georgia Compact: the 

Samtskhe-Javakheti Roads Rehabilitation Activity (S-J Road) and the Agribusiness 

                                                 
1This report does not include a design for evaluating the impact of the Georgia Regional Development 
Fund (GRDF) or for the Value-Chain and Market Information components of ADA, because of delays in 
project implementation. 
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Development Activity (ADA). The central question concerning these programs is “What 

is the impact on economic growth, employment, production value (goods and services), 

value added, investments, imports, exports and other indicators in various fields of 

economic activity (agriculture, manufacturing, construction, wholesale and retail trade, 

etc.)?” 

 

The RFQ suggested several methodologies for evaluating the impact of each 

component. The evaluation team considered these methodologies in light of our 

understanding of the assignment, including the Georgian context, MCG’s implementation 

plans for the projects, data availability, stakeholders’ interests and their capacity for 

contributing to a rigorous impact evaluation. Much of the information contained in this 

report comes from an intensive two-week field visit in July 2006 by the entire evaluation 

team as well as follow-up phone calls and a second two-week trip made by Fritz 

Scheuren at the end of August. 

 

Samtskhe-Javakheti Roads Activity: The RFQ suggested a combined 

methodology of double-difference and pipeline comparison with randomization. The 

randomization option, however, was intended to be used to evaluate the impact of a 

subproject—financing construction of feeder roads along the S-J corridor—that is not 

currently expected to be implemented. Randomization is not feasible for the main S-J 

road activity as it is not possible to randomly assign potential beneficiaries to treatment or 

control group (i.e., to a group with or a group without access to the rehabilitated road). 

The evaluation team therefore considered the suggested methodology of double-

difference combined with pipeline comparison, as well as an additional methodology—

double-difference combined with propensity scoring based on the construction of access 

indices using GIS data—an idea which we feel has particular appeal. 2  

 

Pipeline comparison works well for projects that involve a queue in which the 

only (or major) difference between beneficiaries is the time (e.g., date) at which they 

enter the project. However, while different sections of road will be reconstructed at 

                                                 
2 For a more detailed description of propensity scoring and calculation of access indices, see Section 2. 
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different times, the evaluation team’s field research revealed that the sections of road 

themselves are not necessarily strictly comparable and the expected impacts differ. The 

evaluation team, therefore, focused on double-differencing combined with propensity 

scoring based on GIS analysis. In the RFQ, MCC suggested employing double-difference 

by comparing “communities (including businesses and households) along the road 

corridor (communities in the treatment group would be determined at a pre-determined 

distance limit) with two control groups, one somewhat further from the road than the 

treatment group, and one considerably further from the road than the treatment group 

(distances to be determined).” The evaluation team’s recommended approach is a 

variation on this idea: rather than simply using distance to identify the control groups, the 

design calls for using propensity scoring based on access indices that better capture the 

true cost of travel to and from the S-J Road.3 This is an innovative approach to evaluating 

the impact of road projects that we expect will serve as a model for other such projects. 

 

  Agribusiness Development Activity: The RFQ’s suggested methodology and that 

recommended by the evaluation team are the same for the Enterprise Initiative: 

randomization or the comparison of “randomly selected treatment and control groups to 

track the impact of the programs on income, value-added, and job creation.” MCG’s 

implementation plans are particularly important with respect to this component, since the 

proposed approach requires that the randomization step be incorporated up front into 

program design and procedures. The evaluation team, therefore, worked closely with 

MCG and the ADA contractor, CNFA, to develop a randomization step in the beneficiary 

selection process that satisfied the requirements for conducting a rigorous impact 

evaluation and yet did not impose undue constraints on program implementation. 

 

 Following an initial scoring of proposals for the Enterprise Initiative, eligible 

proposals (those that score above a cutoff point) will be randomly assigned to the 

treatment group (i.e., will receive funding) or the control group (i.e., will not receive 

funding). While this does limit the ability of program implementers to use their 

                                                 
3 We will also identify additional controls not affected by the S-J Road (e.g., in different regions) through 
propensity scores using other data (such as the DS Household Survey and 2002 Population Census). 
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professional skills to select the best proposals for funding, it introduces an element of 

objectivity into the process (as the difference in a score of 70 and a score of 75 is 

necessarily somewhat subjective given program parameters). To achieve fairness, those 

proposals randomly assigned to the control group will be eligible for resubmission in a 

subsequent round.4  

 

With respect to the impact evaluation, this randomization step should permit the 

drawing of scientifically valid conclusions about the benefits of the program because it 

reduces selection bias.5 If assigning eligible applications to the fund/do not fund 

categories is random (i.e., not based on unmeasured6 characteristics of the applications), 

then any differences in the eventual success of the businesses in the two categories must 

be due to the ADA program. (See Section 3 for more detail.)  

 

Data: A rigorous impact evaluation of the ADA and the S-J road projects requires 

more than simply collecting data pre- and post-treatment. Rather, we will need to collect 

time-series data because, in both cases, the effects of the treatments are likely to change 

over time. This is clearest in the case of ADA, where the impact of the treatment is likely 

to be affected, for example, by changes in the weather so that comparing only two points 

in time (e.g., baseline and post-treatment) may dramatically over- or underestimate 

results. It is also true, however, with the S-J Road, where a variety of factors, including 

weather, macroeconomic changes (e.g., changes in the price of gas), and political events 

are likely to affect results. In addition, for both projects, it is expected that some effects 

will change over the course of the treatment; for example, as neighboring farmers see the 

results of demonstration projects or as separate sections of the road are completed and 

allow better access to bigger markets (most dramatically, perhaps, when the portions to 

the Armenian and Turkish borders are complete). 

 

                                                 
4 A critical issue here is that the rate not be so great that the control group is lost.  
5 On the average and if the randomization is extensive enough, arguably the bias will be small and 
insignificant at the evaluation stage. 
6 In some settings where randomization is not possible, as with the S-J Roads project, the evaluator tries to 
measure all the selection factors that cannot be controlled. Even if this is thought to be successful, there still 
remain unobservable factors that cannot be measured for which only randomization can address.  



National Opinion Research Center 
Phase I Summary Design Report  5 

 5

The team will rely primarily on the DS’s existing data collection mechanisms 

(with some enhancements). GIS data, already produced for a variety of government 

agencies, is integral to the evaluation approach we recommend. In particular, the GIS 

data will be used to calculate access indices in order to develop the propensity scores for 

the S-J Road impact evaluation.7 If appropriate, GIS data may also be applied to the 

Information Market component of ADA; specifically to answer questions about spillover. 

Of course, observed ADA program effects will be linked to the impact evaluation data 

and the two used together in the evaluation.  

 

The following sections of this report provide a detailed discussion of 

methodology, steps for implementation, plans for baseline and ongoing data collection, 

capacity-building recommendations for stakeholders (primarily DS), and other ongoing 

evaluation activities. The report also includes a timeline and budget for implementation. 

The evaluation team’s budget, available separately, is quite detailed for 2007 but less so 

for later years.  

 

Many aspects of the proposed design are new, either altogether for impact 

evaluation (e.g., using access indices for propensity score matching) or for Georgia. As a 

result, it will be important for the evaluation team to closely monitor the ongoing data 

collection process in order to identify and resolve emerging issues. Successful 

implementation will require flexibility and close collaboration with MCC and MCG.   

 

2. Samtskhe-Javakheti Road Evaluation 
 

 2.1. Introduction and Overview 
 

The rehabilitation of the Samtskhe-Javakheti (S-J) road is a significant component 

of the overall MCC Compact.8 Stretching for 245 kilometers and connecting both Turkey 

                                                 
7 See Section 2 below and the separate Working Note 1, “Using GIS Data to Evaluate the Impact of the S-J 
Road.” The access indices will also be used to evaluate differences in impact based on village location on 
the main road or feeder roads for the S-J Road. 
8 The text of this section is taken from a much longer discussion of the issues in Working Note 1, which 
includes more detail on DS’s census data and more detailed explanations of GIS. 
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and Armenia with the capital and economic center of Georgia, this road will bring needed 

infrastructure connectivity to a previously isolated area of the Republic of Georgia. 

Villages currently suffer from extremely poor road and infrastructure connectivity, with 

almost no significant road repairs having been completed since the early 1990s. As a 

result, despite the fact that many villages in the area are economically self-sufficient (in 

fact the S-J road corridor as a whole ranks high in United Nations’ estimates of Georgian 

food security), a number of the villages in the area use barter.  

 

Consequently, a key component of this project is the evaluation of the economic 

impact of the S-J road rehabilitation. It is expected that the impact on economic growth, 

employment, production, imports and exports and entrepreneurial activity for villages 

along the S-J road corridor will be high. But, how can this impact be accurately 

measured? And how can this impact be disentangled from positive economic influences 

from other potential sources of economic development, including other ongoing and 

future road improvement projects in Georgia?  

 

This section describes the evaluation team’s proposal for conducting this S-J 

impact evaluation and addressing these challenges. What we specifically propose is to 

collect extensive and highly accurate digital geographic data that will be combined in a 

Geographic Information System (GIS) and used to estimate measures of accessibility or 

travel time/cost for all potentially affected villages along the S-J road corridor. These data 

will include highly accurate digital spatial data on village geo-locations, road network 

locations and road quality, topography, and digital spatial physiographic data that could 

either affect transport cost or movement or influence economic productivity (land cover, 

locations and boundaries of protected areas, data on soil qualities and soil fertility, 

locations of lakes, rivers, and streams, etc.). Additional data will be collected through two 

surveys of villages along the S-J Road corridor, one using existing DS household data 

collection instruments (see Section 4 for more detail). These data will be combined in the 

GIS and overlaid precisely through rectification to a common geographic projection 

system. Distance along existing road networks can then be calculated precisely, and 
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travel times as well as travel costs estimated through statistical integration with the input 

digital data on physiographic conditions.  

 

These measures of accessibility will provide an independent, objective measure of 

actual travel time (or, more importantly in terms of economics, travel cost) for each 

village to the road rehabilitation, and in turn this independent access measure will provide 

a powerful set of controls or weights in the subsequent impact evaluation using 

Propensity Score Matching (PSM) combined with double-differences. In essence, the 

access index value becomes the determinant of which communities are in the “treatment” 

group and which are in the “control” group for S-J road impact. However, because the 

access index is a continuous measure, the variance between “treatment” and “control” 

groups is also continuous, and thus a provides a more robust measure than a subjective 

binary division of treatment/control groups. These methodologies are described in more 

detail below.  

 

Key to this approach is the ability to obtain sufficiently accurate digital 

geographic data to provide the input data for the GIS access index calculations. A key 

goal of the evaluation trip to Georgia in July 2006, and its subsequent follow-up was to 

determine if sufficient high-accuracy digital spatial data existed and could be obtained. It 

is clear that the level of quality and accuracy in available Georgian GIS input data is 

considerably better than was originally anticipated by evaluation team GIS experts.9 It 

will be quite sufficient to conduct a useful calculation of Georgian village access indices. 

Data on Georgian village geo-locations, on Georgian road networks and on Georgian 

physiographic data (elevation, land cover, protected area boundaries, river, streams, 

lakes, glaciers, etc.) are available from Georgian government sources, from private-sector 

firms in Georgia, and from other agencies (including donor agencies and international 

                                                 
9 The accuracy and detail of available GIS data for Georgia was considerably higher than anticipated. This 
is likely due to the extremely rapid evolution and development of the digital geo-spatial mapping industries 
world-wide, driven both by market demand and the spread of powerful and lower-cost technologies 
(including remote sensing instruments for data capture, and powerful desktop GIS software for data 
preparation and analysis). In Georgia, until recently the highest-quality GIS data was in the private sector, 
rather than the government, but that is changing with greater donor and GoG investment in GIS data 
creation and processing (such as, for example, the USAID/KFW-funded Land Cadastre data, currently 
transferred to the Georgian NAPR).  
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conservation agencies), and exists at quite high levels of spatial detail and geographic 

accuracy. See Working Note 1 for a detailed listing of the status, source and accuracy of 

key GIS data inputs for this analysis.  

 

Combining the GIS calculation of access indices for Georgian villages with PSM 

and double-differences is an innovative approach that should provide a powerful and 

robust technique for evaluating economic impact of the S-J road rehabilitation. 

Combining PSM with double-differences when comparing communities “before” and 

“after” S-J road construction10 would both remove the selection bias due to the observed 

differences between treated and comparison communities, and correct for possible bias 

due to the differences in time-invariant unobserved characteristics between the two 

groups. Crucially, using the GIS and the computed access indices will provide a powerful 

methodology for delineating “treatment” and “control” groups and gradations, in effect 

solving what is otherwise an extremely difficult barrier to conducting rigorous road 

impact evaluations. Furthermore, the same methodology will allow us to control for 

positive economic impacts from other ongoing and planned road construction projects, 

elsewhere, that might also have an impact on the treatment villages (such as road 

improvements currently underway by the World Bank—see graphic below). Finally, the 

models combined with the extensive GIS database that will be built will allow for the 

prediction of economic impacts of potential future road or infrastructure improvements, 

which is likely to prove useful for the Georgian government beyond the life of this 

project. As with any new methodology, the evaluation team will need to be prepared for 

methodological and data collection issues that emerge during the design and 

implementation process. The team expects that the lessons learned during this process 

will contribute toward the development of innovative and powerful approach that could 

serve as a model for such projects and evaluations elsewhere.  

 

 In addition to this introductory section, this present report contains five 

further sub-sections. Section 2.2 describes methodological considerations for the 

                                                 
10 As indicated in Section 1, time-series data will be collected, in part to ensure that the selection of the 
“before” and “after” data are not affected by singular events; e.g., drought during harvest. 
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overall approach. Section 2.3 describes in more detail the overall methodology for 

PSM, double-differencing and access indices. Section 2.4 introduces the benefits 

of this innovative approach: the ability to control for the positive economic 

benefits of other road projects, and the ability to predict future economic impacts 

from future proposed road improvements. Section 2.5 describes the methodology 

of the calculation of the GIS access indices. Section 2.6 discusses unit of analysis 

considerations and estimated sample size. Finally, Section 2.7 gives a brief 

summary of the next steps  

 

 

 2.2 Methodological Considerations: Double-Differencing and PSM  
 

Rigorous impact evaluation generally requires defining a “treatment” and 

a “control” group with the treatment group benefiting from S-J rehabilitation and 

the control group not having access to such benefits.  

 

However, to accomplish this there must be a means of distinguishing the 

treatment and control group. The fact that roads are targeted geographically (to 

serve particular communities) suggests that there is an inherent problem for 

evaluation. Roads are built (or rehabilitated) in certain locations and not in others 

for a whole host of reasons, such as economic potential or political considerations. 

Unless the evaluation can control for those reasons, impact measures will be 

biased.  

 

Double-Differences with Propensity Score Matching: The standard approach to 

calculating double differences with respect to road construction is based on the two 

situations faced by households or communities: those that have a new/rehabilitated road 

and those that do not. The first difference is between the pre-treatment and post-treatment 

situations. The second difference is the comparison of average values for the outcome 

variables in the communities without a road (or with an existing unrehabilitated road) and 

the same variables in the communities that have received the new/rehabilitated road. The 
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steps to be taken can be summarized as follows. First, undertake a baseline survey before 

the road is constructed or improved, covering the area to be affected by the road 

investment and a comparison zone of similar households or communities. Second, after 

the project is completed, undertake one or more follow-up surveys. These should be 

highly comparable to the baseline survey, both in terms of the questionnaire and the 

sampled observations (ideally the same sampled observations as the baseline survey). 

Third, calculate the mean difference between the pre- and post-treatment values of the 

outcome indicators for each of the treatment and comparison groups. Finally, calculate 

the difference between these two mean differences of differences to obtain the estimate of 

the impact of the program. 

 

Propensity Score Matching is useful when the aim of matching between control 

and treatment groups is to find the closest comparison group from a sample of 

communities not receiving treatment to the sample of communities receiving treatment. 

“Closest” is measured in terms of observable characteristics. The main steps in matching 

based on propensity scores are as follows. First, obtain a representative sample of eligible 

treatment and non-treatment communities; the larger the sample of eligible comparison 

communities the better, to facilitate matching. Second, pool the two samples and estimate 

a probit or logit regression model of participation as a function of all available variables 

that are likely to determine participation.11 Third, create the predicted values of the 

probability of participation from the estimated regression; these are the propensity scores 

(one for each sampled community). Fourth, exclude non-treatment communities in the 

sample if they have a propensity score that is outside the range (typically too low) found 

for the treatment sample. Finally, for each community in the treatment sample, find the 

observation in the non-treatment sample that has the closest propensity score, as 

measured by the absolute difference in scores. This is called the “nearest neighbor.” More 

precise estimates can be obtained by comparing the mean of multiple nearest neighbors 

for each treatment observation. 

 

                                                 
11 Note that, in the case of the S-J impact evaluation, these variables should include ones describing 
physiographic conditions of affected communities, such as soil quality, rainfall, elevation, etc., as these are 
likely to influence economic output and/or road accessibility. 
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If selection of a treatment community were based purely on observable 

characteristics and the model highly predictive, then a propensity-score matching (PSM) 

method, like that just described, would remove the selection bias due to differences 

between communities that were and were not affected by the road investment. The 

propensity score measures the probability that a project is implemented in a community 

as a function of that community’s observed pre-investment characteristics. If treatment 

and comparison communities have the same propensity scores and all characteristics 

relevant to assignment of treatment are captured in the propensity score (i.e., the relevant 

characteristics are all observable), then the difference in their outcomes yields an 

unbiased estimate of the intervention’s impact. 

 

However, some unobserved characteristics of the community that correlate with 

investment outcomes might also correlate with investment placement, which can 

introduce bias in the estimation of investment impact. As long as the pre-investment 

differences between the control and treated villages are the result of unobservable 

characteristics omitted from the propensity score that do not change over time in their 

impact on outcomes, then the double difference method will correct for the possible bias. 

Thus, matching using PSM removes the selection bias due to the observed differences 

between the treated and comparison communities. Double differences corrects for 

possible bias due to the differences in time-invariant unobserved characteristics between 

the two groups. The impact of the investment is the change in the outcome indicators 

between matched communities from the treatment and comparison groups.12 

 

 Nonetheless, we are still left with the difficulty in the S-J road rehabilitation 

impact evaluation of delineating treatment from control groups, for the reasons described 

above. 

 

                                                 
12 This is the method used by Lokshin and Yemtsov (2003) for their evaluation of rural infrastructure 
projects in Georgia. They used over 30 characteristics of the sample communities drawn from the 2002 
Rural Community Infrastructure Survey (RCIS) to carry out their matching. 
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 2.3. An Innovative Approach: Combining Double-Differencing, PSM and GIS 
Accessibility Indices  

 

 In summary, in order to apply PSM to the S-J Road evaluation, the team 

proposes using double-difference combined with PSM utilizing GIS-computed 

accessibility indices for affected villages.  

 

 Treatment vs. Control Along the S-J Road. The evaluation of the impact of 

the S-J Road rehabilitation project is unlike most other impact evaluations in that the 

level of treatment is not a discrete binary function (road or no road), but a continuous 

one, particularly where the treatment is not the construction of a new road where one did 

not previously exist, but the rehabilitation of an existing road. In such cases, the degree of 

treatment varies in multiple ways:  

 

 Level of access to the road. Because roads have a fixed spatial 

placement, access to a road for a particular household or community is a 

function of location. The level of access for a household located adjacent 

to the road is better than that of a household located some distance from 

the road (as MCC’s interest in the role of feeder and secondary roads 

recognizes). 

 

 Quality of access to the road. The second dimension of access is quality: 

is the means of access one that allows easy and efficient travel and 

transport of goods to the road? Higher quality access to the road is 

expected to yield a greater impact. GIS can be used to help delineate 

which observational units fall into the treatment and comparison groups as 

a function of geographic accessibility (“level of access”) to the S-J road, to 

feeder roads, and to other markets. GIS can also be used to assess 

accessibility as a function of road quality, the date of original road 

construction, geography, topography, and other factors that aid or hinder 

access (“quality of access”). Using GIS to give continuous accessibility 
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values to observational units allows analysis to be carried out in two 

different modes. 

 

 Categorical. Accessibility indices can be used to define categories of 

treatment, allowing the evaluation to differentiate between the intensity of 

treatment (for example, using three geographic ranges defined by 

distances from the road). The access index allows the 

treatment/comparison groups to be more carefully specified, recognizing 

that a household traveling 10 km over a good feeder road may have better 

access to a main road than a household only 3 km away using an 

unimproved road crossing difficult terrain. 

 

 Continuous. With the access index as a continuous variable, regressions 

between continuous indices and selected impact variables could be run, as 

another option, to illuminate trends and patterns, establish correlations, 

and bolster and support conclusions. For villages that are directly linked to 

the larger road network, access can be calculated as a function of both 

road quality/road travel times as well as a host of other geographic 

variables that could influence travel time/cost, such as topography. In the 

event that a village is so remote that it is not directly connected to the 

larger road network, its access index can still be calculated as a function of 

travel time across a more generalized spatial cost surface, which is 

constructed based on estimates of travel difficulty across multiple types of 

terrain conditions (such as topography, land cover, rivers/streams, 

protected areas, climate, etc.).  

 

 

 2.4. Powerful Benefits: the Ability to Control for Other Ongoing Road Projects or 
to Predict Changes from Future Road Impacts 
 

 Using this approach, combined with the flexibility of the GIS database that will be 

built, will allow us to further “disentangle” the potential positive economic benefits of 
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other ongoing road projects in Georgia from the impact of the S-J rehabilitation alone. 

Georgia currently has numerous ongoing road and infrastructure projects, funded by the 

World Bank, GoG and other sources. The evaluation team has been compiling 

information and geographical data on the timing and location of these road improvement 

projects, and information gathered so far has already been digitally entered into the GIS. 

The map below is an output from the GIS displaying known location of some of these 

planned or ongoing improvement projects: 

 

 
 Using the GIS to measure accessibility of any village to any other object—the 

nearest S-J road section, Tbilisi, Turkey, another village, or one of the other road 

improvement projects—will allow us to control for the economic impact of these other 

projects by including variables measuring access to them for individual villages in our 

models as controls. For example, just as access index values for each village to the S-J 

improvement will be calculated, access index values to other road improvement projects 

could also be calculated for the same village. These latter indices could serve as 

important variables in the PSM matching process. If two villages, for example, had 
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similar S-J access values but differing values for access to a World Bank road 

improvement project, then the PSM could take that into account when matching. Such 

measures could also be useful for additional estimation and analysis. For example, in a 

multivariate regression model, if economic growth for villages was the dependent 

variable, then the access index to S-J and the access index to another road improvement 

project could both be included as independent predictors, and their coefficients estimated. 

This would provide an estimated value of the relative impact of both infrastructure 

projects in explaining measured economic growth.  

 

 Furthermore, these access indices to other road or infrastructure improvement 

projects could be recalculated over time as new projects begin. This would allow tracking 

of both accessibility and impact variation over time from not only the S-J rehabilitation 

but also from other road or infrastructure improvement projects. 

 

It would be extremely difficult to accomplish this without detailed spatial 

geographic data and the use of access indices, which is another reason that we feel our 

approach could serve as a model for other projects. Furthermore, in a multivariate 

regression framework, their presence “on the right hand side” would act to control for 

their effects in the estimation of the S-J impact coefficient. But it is necessary to calculate 

accessibility measures before estimating impact coefficients, and this can be done only 

using the GIS. 

 

Additionally, the development of the GIS and the data from the evaluation 

allows the analysis to go a step further. The potential/probable impact of 

hypothetical feeder roads could be assessed by using the assessment of existing 

feeder road impacts to create correlation models, either parametric or non-

parametric, or both. Parametric estimated coefficients (representing the quantified 

impact of existing feeder roads) could be used to assess the potential impact of 

hypothetical roads placed in similar spatial conditions. The resulting estimated 

impacts could be displayed spatially, to show the effect of future feeder roads, or 

the changing overall effect on economic development if a particular road were not 
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built, or had been built in a different location. Such an analytic tool would provide 

benefit to Georgia well beyond the planned project period by allowing the 

extrapolation of anticipated trends, as well as the spatial distribution and 

aggregate calculated economic levels of alternative development scenarios. 

 

 2.5. Calculation of Access Indices Using GIS  
 

Spatial Economic Theory. Spatial economic theory as far back as the famous Von 

Thunen (1826) land rent model has been based on the assumption that spatial access to 

markets, controlled by transportation costs, is crucial for economic development. In 

principle, improved access to consumer markets (including inter-industry buyers and 

suppliers) will increase the demand for a firm's products, thereby providing the incentive 

to increase scale and invest in cost-reducing technologies. Marshall (1890) showed that 

the geographical concentration of economic activities can result in a “snowball” effect, 

where new entrants tend to agglomerate to benefit from higher diversity and 

specialization in production processes. Workers and firms would benefit from gaining 

access to an agglomeration as they could expect higher wages and to have access to a 

larger set of employers. Furthermore, access to markets or economic city/town 

agglomerations can determine if a household is able to afford the cost of shipping 

products for sale, earning potentially higher wages in agglomeration centers, or gaining 

access to information spillovers or technology advances, further reducing costs.  

 

There is a rich body of literature on the benefits to firms from gaining improved 

access or proximity to other firms in the same industry (Henderson, 1974 and 1988; 

Carlino, 1978; Selting et al., 1994). Theoretical and empirical work on urban economics 

and economic geography (see review by Henderson et al., 2001) suggests that the net 

benefits of industry concentration and location in dense urban areas are 

disproportionately accrued by technology intensive and innovative sectors. This is 

because the benefits of knowledge sharing (ideas) and access to producer services (e.g., 

venture capital) are considerably higher in these sectors than in low-end manufacturing 

that employs standardized production processes. As a result, these innovative sectors can 
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afford the high wages and rents in dense urban locations and industry clusters. However, 

we find a considerable range of standardized industrial activity in most developing 

countries. One explanation for this is the lack of inter-regional transport infrastructure 

linking small centers to large urban areas, thereby reducing the opportunities for efficient 

location decisions and de-concentration of large urban areas. In a recent empirical study, 

Henderson (2000) documents the linkages between improvements in inter-regional 

infrastructure and growth of smaller agglomerations outside of larger city centers.  

 

Theoretical Considerations for Access Indices. In general, “access” to markets is 

determined by the household’s or village’s true cost of traveling to or accessing market 

centers. This could include the cost of transporting goods for sale, transporting (back to 

the village) key inputs for production or consumption, or the cost of transporting people 

for migratory or more permanent employment. Thus, effective access to urban markets 

also depends on the willingness and ability to afford transport costs, and these in turn are 

directly a function of road quality as well as actual measured road distance, topography, 

climate, rivers or any other potentially inhibiting (and thus more costly) exogenous geo-

physical barriers.  

 

The classic gravity model that is commonly used in the analysis of trade between 

regions and countries states that the interaction between two places is proportional to the 

size of the two places as measured by population, employment or some other index of 

social or economic activity, and inversely proportional to some measure of separation 

such as distance. Following Hansen (1959) 

 

∑=
j

b
ij

j
i d

S
I  

 

where I is the “classical” accessibility indicator estimated for location i (for example, a 

village), S is a size indicator at a market destination j (for example, population, 

purchasing power or employment), and d is a measure of distance (or more generally, 

friction) between origin i  and destination j, while b describes how increasing distance 
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reduces the expected level of interaction. Empirical research suggests that simple inverse 

distance weighting describes a more rapid decline of interaction with increasing distance 

than is often observed in the real world (Weibull, 1976), and thus a negative exponential 

function is often used.  

 

There are several options for developing accessibility indicators depending on the 

choice of distance variables used in the computation. These include: (a) indicators based 

on “straight-line” or Euclidean distance; (b) indicators incorporating topography; (c) 

indicators incorporating the availability of transport networks; (d) indicators 

incorporating the quality of transport networks; and (e) movement across a “cost 

surface.”  

 

A better alternative is to use actual measured distance along road networks as the 

basis of the inverse weighting parameter and to incorporate information on the quality of 

different transportation links. Feasible travel speed and thus travel times will vary 

depending on each type of network link. A place located near a national highway will be 

more accessible than one on a rural, secondary road. The choice of the friction parameter 

of the access measure will, therefore, strongly influence the shape of the catchment area 

for a given point—i.e., the area that can be reached within a given travel time. This, in 

turn, determines the size of potential market demand as measured by the population 

within the catchment area.  

 

In studies related to agglomeration economies and economic geography (e.g., 

Hanson, 1998), the distance measure of choice is usually the straight-line (Euclidean, or 

“as-the-crow-flies”) distance, which has the advantage of computational simplicity. The 

graphic below shows distance calculated for selected Georgian communities using 

Euclidean distance (see last sub-section in the section for complete explanation and “walk 

through”): 
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However, this assumption of uniform (isotropic) plane is clearly unrealistic, 

particularly in countries such as Georgia where topography and sparse transport networks 

of uneven quality greatly affect the effort required to move between different parts of the 

country. Such an access index takes no account of the fact that hills and mountains 

greatly reduce travel times and greatly increase travel costs. Nor does it take into account 

the fact that people and goods move along road networks—not across a uniform plane.  

 

If data on topography is obtained (either from contour lines digitized from paper 

maps, or from spot samples taken on the ground by surveyors, or from airborne or 

satellite instruments) it can be converted using GIS algorithms to a continuous elevation 

surface. In that case, distance across topography can be calculated: the GIS calculates 

Euclidean distance, but then further calculates the actual distance on the ground 

considering topographic variation. 

 

 A better alternative, however, is to use actual measured distance along existing 

road networks, considering the fact that goods and people move predominantly along 

infrastructure networks. The GIS can calculate precisely the exact distance along each 

segment in any desired unit (such as meters, kilometers, etc.). Thus, using advanced 

algorithms, the GIS can calculate travel distance through the road network from any point 

to any other point. Other algorithms will pick a “shortest path” through the network to get 

from point X to point Y, minimizing travel distance, assuming that all road network 
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segments are equal in terms of road quality or road speed. However, data on road quality 

or road speed of each individual road segment is often available, and can be entered into 

the GIS database and attached to each road segment (in fact any amount of information 

on road segments—or any other object in the GIS—can be entered into the database, such 

as data on road segment names, date of paving, cost per segment, number bridges per 

segment, etc.). If data on road quality is available, then approximate road speeds can be 

estimated.  

 

For example, if a road is categorized as “one-lane paved,” then an approximate 

road speed of 45 miles per hour could be assigned to all road segments with that 

categorization. Once categories of roads are assigned approximate road speeds, travel 

times (or travel “cost,” if the definition of cost used is time) through the road network 

considering road speed/road quality can be calculated. Often, this results in a different 

“least cost” or “least time” pathway than the minimum distance pathway along all road 

networks. For example, it may be quicker in terms of time/cost to drive onto a highway 

and then exit to get to a destination than to travel along intermediate roads even though 

they provide a more direct link. Thus, the pathway of minimum distance may not always 

be the same as the pathway of minimum time or cost  

 

Topographic information could be combined with road network speed 

information, so that the road network segments are weighted by elevation or slope. For 

example, one might burn less gas or put less stress on a truck (lower cost) to drive around 

a mountain than across it, even though the minimum distance pathway is across the 

mountain. In this case, the path of “accessibility” would likely be around the mountain.  

 

Creating A Cost Surface. Calculating accessibility or distance through a road 

network is sufficient if one is only interested in locations that are on that road networks. 

However, what about locations for which accessibility must be calculated that are not 

located on the road network? There are a variety of approaches to this, but it is usually 

accomplished by creating a GIS cost surface.  
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The cost surface can be created using many different cost units (distance, time, 

currency, or any other unit) and by many different methods, and it establishes the 

impedance for crossing each individual GIS cell. If we then want to incorporate into the 

cost surface road network travel time estimates from our road network (including data on 

road quality or road speed), then that network would also be rasterized with the 

approximate road speed for each road segment mapped to the corresponding (spatially 

overlying) grid cell.  

 

For land outside the road infrastructures, pixel crossing speeds are estimated 

based on the combination of input layers going into the overall construction of the cost 

surface. For example, a base “walking time” of 6 kilometers per hour might be 

established, but be altered depending steepness of slope, elevation, landcover, etc. Other 

considerations are important, such as the fact that highways can typically only be entered 

or exited at specific points, whereas dirt or smaller paved roads could theoretically be 

entered at any point. Specific GIS algorithms exist to model these situations. Feasible 

travel speed and thus travel times will vary depending on each type of network link. A 

place located near a national highway will be more accessible than one on a rural, 

secondary road. 

 

Using the measures described above, accessibility indices can be calculated for all 

villages. For example, the figures below display access computed to the nearest city or 

town (on the left) and then access to one major city (on the right): 
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Note that in the case of the Georgia proposed methodology (double-difference 

with PSM), all that would be necessary would be such an accessibility cost index, rather 

than exact travel time estimates in minutes or hours, to delineate treatment/control 

gradations in the PSM process. However, the evaluation team has discussed using village 

survey variables on travel times as possible sources for calibration of access index input 

weights, or as controls in multivariate models to estimate approximate weights for input 

data layers. In this case, approximate actual travel times could be useful. Also, actual 

travel times could be useful for many purposes of the GIS database beyond the scope of 

this evaluation (to estimate bus route travel times, for instance). 

 

 Integration of Physiographic Data to Weight Travel Cost Estimations. While 

measuring distance along road networks incorporating data on varying road quality or 

varying road speed is a far superior method than measuring access “as the crow flies” 

(Euclidian distance) or even along road networks without considering road quality, the 

accuracy of the computed access indices can be further enhanced by incorporating 

weights that reflect further variables that impede travel, adding travel cost and time. For 
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example, topography (as well as slope angle) is an extremely important variable that 

could dramatically alter travel times and costs, but might not be considered at all if only 

road network distance and road quality were considered. While digital data on a road 

network might indicate that a particular stretch of road was paved at high quality, with an 

official speed limit of 80 kilometers per hour, nonetheless in reality that stretch might 

involve movement up and down steep hills, in effect slowing travel time and increasing 

travel cost beyond what is measured simply by the road network data. Furthermore, a flat 

stretch of road in a low-lying area where there is rarely debilitating weather such as 

snowstorms might overall be much easier (and cheaper) to travel than a similar flat 

stretch of identical road quality located at high elevations. On the latter, travel may 

frequently be inhibited by severe snow or ice, thus dramatically increasing travel costs. 

 

 Other important physiographic factors can affect actual travel costs and times, 

including land cover, climate, rainfall amounts, and the presence of lakes, rivers, streams 

and glaciers, which may periodically overflow, or swell during certain times of the year. 

Furthermore, a road network map may not indicate that certain areas are restricted 

because they are protected—either for conservation or military purposes, for example—

and thus travel through them is impractical. In that case, the road network will need to be 

digitally altered to reflect the actual travel routes.  

 

By the same token, certain physiographic factors can provide exogenous drivers 

of village economic productivity, such as inherently fertile soils that would result in 

higher agricultural productivity, or favorable rainfall patterns or climate, etc. Villages 

located in areas with good access to clean water, or with less intimidating (and costly) 

topography for villagers to drive and navigate, might have an inherent (exogenous) 

advantage over other villages with very similar socioeconomic measures. Consideration 

of all these variables will be crucial in our PSM process, as villages will need to be 

“matched” as accurately as possible to measure changes in “before” and “after” economic 

levels. In their absence, for example, an economic increase in one village over another 

might be falsely attributed to superior S-J access, rather than to the superior soil fertility 
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that may be the true driver. Or the reverse could occur, blunting the effective 

measurement of true, positive S-J benefits.  

 

Ignoring such physiographic conditions for villages could also ignore another key 

element of accessibility: the fact that market access may be more valuable for some 

communities than for others. For example, a community with inherently poor soil fertility 

may benefit more from access to a fertilizer market than a community with inherently 

rich soils, but having the same level of access as measured by road distance, quality and 

even topography.  

 

 Consequently, the collecting data on physiographic conditions and the integration 

of this data into the GIS is necessary both to enhance the calculation of village access 

indices (to delineate the gradations of “treatment”), and also to provide important 

variables characterizing villages for the PSM process. These variables are not available in 

the Department of Statistics’ (DS) socio-economic survey and census data, but are or will 

be available from large-scale GIS datasets (many of which have been already obtained, 

see Working Note 1).  

 

Once these data are assembled in the GIS, along with geo-locations of affected 

villages, the GIS can quickly map to each community variables describing the respective 

physiographic conditions for each. Also, these data inputs can be used to weight the road 

network segments, as well as the areas of land leading to the nearest road network (in the 

case of villages that have no road network connection). The graphic below depicts the 

creation of a GIS travel cost surface (which can be used to calculate accessibility) after 

incorporation of physiographic data on topography, rivers, streams, glaciers, and 

protected areas.  

 

These variables can greatly enhance the PSM models and comparisons, because 

they describe exogenous conditions unique to each village. Inclusion of these variables in 

the propensity score models will alter the score for an individual village, and thus 

improve the overall accuracy of the PSM process. Much of these data have already been 
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collected—for example, the graphics below display GIS outputs for hydrologic features, 

and for land cover for all of Georgia (this data is already in the GIS being built).  
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 2.6. Unit of Analysis and Sample Sizes  
 
 Based on discussions with Georgian government agencies, with private-sector 

Georgian government firms, and on detailed GIS data obtained form the Land Cadastre 

project at the National Agency of Public Registry (NAPR), it has been determined that it 

is possible to obtain geo-locations for 4456 villages.13 Preliminary discussions with DS 

indicate that we will have access to census data for most of these. We expect that this will 

provide a sufficient sample size for our methodological approach. Calculation of the GIS 

access indices for all of these villages should be feasible, since the marginal cost of 

measuring travel times/costs along road networks, incorporating and weighting 

physiographic data, and calculating the indices for villages beyond the S-J area is very 

                                                 
13 In this report, we use “village” to cover all population centers, whether they are truly villages (the 
majority) or are towns or cities. DS uses the figure of 3,668 villages but because of varying definitions, the 
individual units can differ. Coming up with a common definition will be one of the project challenges.  
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low, once the input data has already been integrated into the GIS (since this data in most 

cases covers all of Georgia).  

 

 The graphic below is an output from a GIS containing data from the Land 

Cadastre project, and it reveals the high level of detail and accuracy inherent in the data. 

The small grey dots in the graphic are Georgian villages. Road networks are color-coded 

by road quality/speed, and land color variation reflects elevation variation.  

 
 

 

DS has an extensive series of already existing village-level 2002 census 

summaries. For each village or settlement there are 95 already prepared, electronically 
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available and formatted cross-tabulations that would appear to encompass most analytic 

needs.14  

 

More details on the considerations that the evaluation team went through in 

choosing the sample unit size are described below.  

 

Potential Unit of Analysis for Georgia. Several administrative levels were 

considered as the unit of analysis for the evaluation. These include: villages, towns, and 

cities; sakrebulos (literally “councils” but used to denote a village or a group of villages 

administered by a single local government); districts; and regions. There were three 

important considerations: 

 

1. Geo-locations of whatever was chosen as the unit are necessary in order 

to calculate access indices for those observations as a function of location. 

 

2. Number of observations must be sufficient to make the analysis 

statistically significant and robust, and to allow for sufficient matches in 

the PSM to compare treatment with control groups. 

 

3. Level of spatial scale of our observations is important because the 

smaller spatially, the greater the statistical power of our estimation of 

impacts. Thus, using villages as observations would be preferable to using 

sakrebulos, because this adds robustness to the statistical estimation in the 

models—it gives the analysis more power because we can consider the 

variation at village level rather than just at the sakrebulo level.  

 

In what follows we develop these three considerations. In general, Georgia is 

organized into regions (state or province), districts (counties), and settlements. The 

settlements can be cities, towns (greater than 3000 population) or villages. Villages can 

range from very small (a few households) to several thousand. Furthermore, for 

                                                 
14 See State Department for Statistics of Georgia (2003).  
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administrative purposes, village settlements are grouped into sakrebulos (although these 

are being phased out as governance is transferred to the district level). A sakrebulo can be 

one village or a group of villages. The DS and Georgian Census use a coding system that 

assigns each village an 8-digit code. Geo-locations of all villages (centroid points) are 

available from private-sector GIS data firms in Tbilisi (in turn obtained from older 

military maps and government sources), as well as polygon digital boundaries of 

sakrebulos. Thus, access indices for all villages, or for all sakrebulos, can be calculated; 

villages would be preferable because there are more of them. The DS HH survey and 

census data can be disaggregated to the village locations in the GIS based on the 

matching of village names (a join operation performed automatically in the GIS 

database). Access indices can then be used in the PSM and compared with other 

measured variables before and after road construction. 

 

Georgia is also the beneficiary of a superb, very high quality, digital land cadastre 

mapping program for the entire country funded by KfW and USAID. This land cadastre 

program, which has produced detailed GIS data layers with individual polygons of every 

building, road, and land parcel in the country, uses a completely different 9-digit coding 

system down to the parcel level. This is a different coding system than that used by DS, 

but eventually the two systems will be unified. Using the cadastre data, we have the geo-

location of each individual land parcel. Initially the possibility of linking the socio-

economic data to the individual household geo-locations was considered, as this could 

provide very high robustness. However, in our discussions with DS, it became clear that 

we cannot link either the DS HH survey data or the census data to individual households 

or parcels. Partly this is because of privacy issues, and partly this is because of the 

incompatibility of the different land cadastre and DS coding systems (linking individual 

survey or census data to land parcels is impossible because the codes are not the same). 

The census data in any case is not reported on a household-by-household basis, but rather 

as summaries for the census enumeration districts (there generally are multiple 

enumeration districts in the larger villages). Thus, even though we have the geo-location 

of each individual plot in the cadastre data, we do not know the corresponding household 

that is in the DS HH survey or in the census data. However, census and DS HH data can 
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be linked to the villages (not households) by matching village names in the GIS, which is 

an automatic join procedure in the GIS. This leaves us with the village as the best 

remaining choice for unit of analysis. 

 

  2.7. Summary of Next Steps 
 

In summary, the GIS physiographic and geographical data provide a useful and 

comprehensive source of information that is not typically available in socio-economic 

data. And using this data where possible in the MCC/MCG evaluations planned for 

Georgia will offer a powerful additional analytic tool that may well be a first in impact 

evaluation. Next steps include the assembly of the needed data sources, both surveys and 

censuses, documentation of the individual GIS data layers that will be used to for the S-J 

access index calculation, constructing the combined GIS indexed database, and setting up 

the methods for updating over time.  

 

 

3. ADA Evaluation 

 

 3.1 ADA Program 

ADA program components are designed to increase the volume and quality of 

fresh and processed agricultural products, including meat and poultry, so that the volume 

of value-added products sold in domestic and export markets increases, providing income 

benefits for a broad range of producers and processors. This will enabling Georgian 

agricultural products to displace imports and reach export markets by introducing a 

competitiveness paradigm in the agricultural and agribusiness clusters and marketing 

chains.  

 

There are three main components to ADA: 

 

• Enterprise Initiative. This initiative involves modest-sized grants of between 

USD 5,000 and 50,000 mainly for producers and for entrepreneurs in rural 
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production and marketing infrastructure, with emphasis on value-added activities. 

A key element of this component is the creation of a network of up to 70 farm 

service centers throughout the country that will supply production inputs and 

technical advice to groups of local producers. Beneficiaries will have to contribute 

funds to the project on a 1:1 basis..  

  

• Value Chain Initiative. This portion of the ADA program involves making about 

20 large-scale grants in the range of USD 50,000 to 300,000 for projects that 

strengthen important value chains. Participating partners will be expected to 

contribute at a minimum in the ratio of 1.5:1.  

 

• Market Information. This part of the program includes a series of activities to 

disseminate information on agricultural best practices and pricing mechanisms, as 

well as to promote the other components of ADA. It is not yet fully designed.  

 

Of these three ADA components, this Phase I design report will focus primarily 

on the Enterprise Initiative, since of the components currently being implemented, it can 

be evaluated most readily statistically.  

 

  
 3.2 Randomization and Proposal Scoring 
 

As described in the introduction, randomization is the methodology we propose to 

use to evaluate the impact of ADA’s Enterprise Initiative.15 In addition to the power that 

randomization provides for the evaluation, the program implementer, CNFA, also 

recognized that including a randomization step in the beneficiary selection process also 

produced benefits for the project in terms of objectivity. That is: 

 

1. Randomization helps provide a basis for future statistical analysis that can show 

that the project interventions led directly to success by not only analyzing 

                                                 
15 See Section 4 for a discussion of the data needs for the ADA analysis. 
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progress over time, but also analyzing progress compared to a control group that 

has not received assistance. 

2. Randomization makes for a fairer selection process by removing some degree of 

subjectivity by the evaluators. That is, if there were too many eligible projects to 

fund, only some could be selected and this should be done in a randomized way 

rather than leaving it to evaluators who cannot be completely impartial.  

 

ADA expected, and actually received in the first round, more applications than 

there is available funding for, which means that not all worthy projects can be developed 

and funded. Accordingly, ADA will first use an internal scoring process to narrow the list 

of applicants and select the best possible project pool. Those applications scoring over 70 

points will then undergo Randomized Selection to determine which will be further 

developed. An independent third party (described below in Section 3.2.1) will conduct 

the randomization. 

 

Randomized Selection gives a more equal opportunity to qualifying projects and 

removes some of the opportunity for undue influence and subjectivity in the selection 

process. In the first round, ADA will select a total of 28 projects for development from 

the pool of applications. Two separate randomized selections will be conducted to choose 

16 projects from East Georgia and 12 projects from West Georgia: 

 
East Region   West/South Region 
Kakheti   Imereti 
Kvemo Kartli   Samegrelo-Zemo Svaneti 
Shida Kartli   Guria 
Mtskheta-Mtianeti  Racha-Lechkhumi 
     Adjara 

Samtskhe-Javakheti                             
The deadline for applications from East Georgia was September 12, 2006; the 

deadline for West Georgia will be October 8, 2006. When conducting randomized 

selection, one-third of eligible application will be taken from projects scoring between 70 

and 85 points. Two-thirds will be taken from those projects scoring between 86 and 100 

points. 

  



National Opinion Research Center 
Phase I Summary Design Report  33 

 33

By the East Georgia deadline, 160 eligible applications had been received in the 

following categories: 

  
 Farm Service Centers  14 
 Value-adding Enterprises 13 
 Primary Production  133 
 
 
Categorized projects to be selected for East Georgia: 
 
Description Farm Service 

Centers 
Value Adders Primary 

Production 
Eligible 
Applications 

14 13 133 

Total Proj. to be 
Selected 

4 4 8 

Pool Ranges Good 70-85 
Superior 86-100 

Good 70-85 
Superior 86-100 

Good 70-85 
Superior 86-100 

Projects by 
pool/category 

Good-1  Superior-3 Good-1  
Superior-3 

Good-3  Superior-5 

 
 
 3.2.1 Randomization Steps 
 

1. What is required to exercise due diligence and oversight in the random selection 

is to begin with a computer file (in Excel) that has enough data on it to allow the results 

of the randomization to be conducted properly and analyzed after the fact. 

 

2. The variables to be requested are the registration number, the score assigned, the 

type of grant (farm service center, value adder application or primary producer), the 

category of the submission (under 70, 70 to 85, 86+), region, and amount requested. See 

Exhibit A. 

 

3. To these data will be added a random number (Random Number 1) and the file 

will then be sorted within categories and then ordered by the random number. 

 

4. Based on the number of selection to be made, a systematic sampling procedure 

will be set up. That is, if there were 40 eligible producers scoring 70 to 85 and 2 were to 
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be chosen, then these might be sorted by region and score and a random number 

(Random Number 2) picked between 1 and 20, say 9. The 9th case would them be taken 

plus the 9 + 20 = 29th case, as well.  

 

5. In Georgia, a local employee of an international accounting firm such as Ernst and 

Young or PricewaterhouseCoopers, in whatever setting is chosen, will select a random 

start, from a “fishbowl” for each category. All possible samples would be in the fishbowl, 

each sample would be in a small numbered envelope, with a third set of random numbers 

(Random Number 3) on them from 1 to 20.  

 

6. In the case we are using as an illustration there are 20 different selections possible 

(cases 1,21; 2,22; 3,23; 4, 24; ….). A set of envelopes would be prepared with the 

registration numbers for these cases inside. 

 

7. The local accounting firm representative would not know the contents of any 

particular envelope ahead of time. She or he would then stir the (small) envelopes seven 

times and pick one out of the bowl. The contents of the selected envelope would then be 

read.  

 

8. At this point it is envisioned that the registration numbers would be taken to the 

registry where the name of the person or firm chosen would be obtained and the chosen 

firms’ names read out. 

 

9. Those eligible proposals not assigned to be funded through the randomization 

process will become eligible for participation in a later round. Exact details here remain 

to be worked out. Key is preserving a control group and keeping track of applicants that 

reapply to be scored again. 

 

 

 3.3 Power Calculations  
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In this subsection we discuss the concept of statistical power, which in simple 

terms is the likelihood that an evaluator would be able to detect a real difference between 

treated and control groups, if there is one. In this exposition we building on the general 

considerations set out in NORC’s impact evaluation design proposal for Georgia, which 

has been repeated in Exhibit 1 below.  

 

Here we discuss the theoretical issues and then an example from the Georgian 

project. The focus is on how large a sample is needed to detect differences of varying 

size. We use an illustration from the ADA program evaluation, although power 

considerations apply equally in the S-J Road evaluation. 

 

 3.3.1 Illustration  
 We will use randomization to assess the success of the farm service center 
 initiatives16 being planned as part of the Georgia Agribusiness Development 
 Activity (ADA) program. To estimate the power of any inference we wish to 
 make in this setting, we need to know how many treatment and control cases we 
 have. In the farm service center case, the randomization is over geographic 
 location or beneficiaries or both. Given this, we will generally refer to treated 
 versus untreated sites. 
 

In what follows, we cover this example in some detail, touching on many of the 

practical considerations that bear on the Georgian setting. The exposition is divided into 

five subsections, starting with the illustration of the basic setting (Subsection 3.3.1). How 

well we are able to detect a treatment effect is dealt with in Subsection 3.3.2. Typically 

we will talk about this as “power,” following Exhibit 1. In Subsection 3.3.3, we explore 

the trade-offs of using fewer (or more) control sites than treated sites and what this does 

to power. Subsection 3.3.4 covers some lose ends and Subsection 3.3.5 makes 

recommendations on next steps.  

 

                                                 
16 We could equally have used either of the other two programs where randomization will take place—the 
value-added grants or the primary producer grants programs. 
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Exhibit 1. Power Calculations and Sample Size 
 
Sample size determination requires information about the variability in the outcome 
being measured. For example, consider a simple hypothesis test that an intervention 
significantly increases an outcome measure. A simple comparison of means is used to test 
the hypothesis that the treatment had no effect versus the alternative hypothesis that the 
treatment made a material improvement. Assuming that the design is balanced with n 
units receiving the treatment and n units in the control group (the most efficient design), 
the sample size required depends on three main things: 
 
(1) The probability of rejecting a true hypothesis (Type I error), denoted as α,  
The probability of accepting a false null hypothesis (Type II error) when a particular 
value of the alternative hypothesis is true, commonly denoted as β, and the population 
standard deviation, σ. 
 
(2) The power of the test is 1- β, the probability of accepting the alternative hypothesis 
that the treatment improved the outcome, when in fact the treatment resulted in an 
average improvement of a particular size. One wants to determine a sample size that will 
provide high power to detect a “material” difference. 
 
(3) One also needs to know the underlying standard deviation. Because there is often no 
initial information regarding the standard deviation, the sample size is determined based 
on detecting an increase in the population mean of κ standard deviations, that is δ = κα. 
The table below shows sample sizes to achieve three different levels of power, 1- β, and 
κ, for a fixed α = 0.05 size test. The sample size shown is for the number of units in each 
group, treatment and control. 
 

κ = δ / σ Power 1- β 0.25 0.50 1.00 
95% 350 90 25 
90% 275 70 20 
85% 230 60 15 

 
 
For example, if one wanted to detect a treatment difference of at least one standard 
deviation (κ = 1) with 95% probability, then one would need a sample of 25 control and 
25 treatment units. 
 
 
Caution: The illustration above uses the normal distribution and is good for large 
sample sizes or when σ is known. When σ is unknown, the power calculation must 
use the t-distribution and the sample sizes would need to be increased. 
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For the evaluation of the ADA program, there are multiple economic measures that are to 

be captured, including poverty reduction, along with increases in employment and household 

income, among others. We confine attention here just to the reduction of the poverty rate in 

affected areas or sites versus sites that were not included in the program. The reason for doing 

this is that plausible arguments can be made about the mean and standard deviation of this 

variable. If we were to use household income, rather than poverty, we would have had to use 

quantities that are more speculative in nature.  

 

Measured differences in the poverty rates estimated between treated {pT} versus 

nontreated {pN} sites will be used to evaluate the success or failure of the program. Armed with 

these, we can convert the abstractions about power in Exhibit 1 into concrete values. 

 

Because of the fact that the assignment of treatments is random, under the null hypothesis 

of no program difference, it follows that the expected difference, that is the difference on the 

average, between the two groups is zero. We express this as: 

 

E{pT minus pN} = 0.  

 

Another way of saying this is that the design can provide an unbiased measure of 

program success or failure, free from possible selection biases. More about this is discussed in 

the subsection on how the randomization is carried out (Subsection 3.2). 

 

To reduce experimental error, this difference between treated and untreated sites should 

be conditioned, where possible, or adjusting for known differences between the two groups. A 

covariate adjustment model is needed here and the more successful this step is, the sharper the 

inferences we can draw from the experiment or equivalently the smaller the number of sites that 

are required to get the same precision level.  

 

Ideally the randomization of sites should be done within strata having (roughly) equal 

expected propensities; then the matching of treated and control sites would be improved and 

experimental error reduced still further. If the propensities are not available or cannot be used 
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prior to random selection, then the approach still will work but imbalances can arise just by 

chance. If strata are used, then the variances could be smaller than those we are using in this 

illustration. 

 

Propensity scoring is just one among many techniques available for this matching step, 

where the treated and controlled cases are made as similar as possible prior to the randomization 

step. After the randomization step, we can still try to align the two groups using variables known 

about all the cases after the fact. This is a so-called covariate adjustment. If too little is known to 

carry out covariate adjustment, then, typically, the only way to reduce experimental error is to 

increase the number of both treated and untreated sites.  

 

Usually, as we stipulated in Exhibit 1, the number of treated and untreated sites are set to 

be equal. Or, as recommended by some experts (Rosenbaum, 2002), the number of control sites 

might be larger than the number of treated sites. The situation where the number of untreated 

sites is smaller than the number of treated sites is not usually considered in the literature of 

randomized designs. For logistical reasons, however, this possibility bears discussion and so we 

cover it later in Subsection 3.3.3, as already mentioned. 

 

 3.3.2 Power Calculations for Poverty Differences   
 In Exhibit 1 there is a table that looks at ∗, a quantity that measures the difference 
 between the null hypothesis of value of 0 and what could arise under an alternative 
 hypothesis. We express this as a function 6 = ∗/Φ or in terms of standard deviation units. 
 The test statistic Z is of the form  

 
        Z = Difference/Standard Error of Difference. 
 

To translate this into something practical, suppose the proportion of the Georgian ADA 

eligible population that is poor is p = 0.25 or 25% and we want to be able to detect a difference 

of ∗ = .10. Once we know the value of the proportion p we can immediately obtain that the 

standard deviation is 

 

Φ = {p(1-p)}1/2.  

 

Now with p =0.25, we obtain Φ = 0.4 approximately, hence the ratio  
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∗/Φ = .10/0.4 = 1/4 = 25%. 

 

Now in the case of independent selections of n1 treatments and n2 controls and no 

contamination or mixing, the standard error is expressed in general as  

 

Φ{1/n1 +1/n2}1/2. 

 

In the ADA case, there may eventually be about 60 farm service centers—perhaps one for each 

district outside the five largest cities, plus perhaps 300 farm production grants. With n1 = n2 = n 

(that is, assuming equal numbers of treatments and controls), we would have 60 treated + 60 

controlled = 120 observations for the farm service center intervention and 300 treated + 300 

controlled = 600 observations for the farm production intervention.  

 

Now it turns out that, in general, we can, with any two of the following three ingredients 

(∀, ∃,n), determine the third. We have already been given n1 and, hence, by assumption n2, since 

n1 = n2 = n. The expected values for n1 were set up as part of the funding of the ADA program. 

We can determine, therefore, either ∀, the probability of choosing the alternative when the null 

hypothesis is true or ∃, the chance of choosing the null hypothesis when the null hypothesis is 

false. We cannot choose both. Usually we want to maximize (1- ∃), or the power for a given type 

I or ∀ level. The well-known standard value for ∀ is generally taken to be ∀ = .05. This value, 

while familiar, is not ideal for all sample sizes. In our case when samples, like those for the farm 

service center, are at most modest, then a larger value of ∀ might be chosen. In the tables that 

follow we illustrate the trade-offs. 
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   Table 1. Power when Controls n2 = n1, ∗/Φ = 25% 

Type I error = ∀  n1 = n2 = n  Power = (1 - ∃) 

 0.05       60   0.3914 

 0.10       60   0.5350 

 0.20       60   0.7011 

 

0.05      300   0.9218 

 0.10      300   0.9625 

 0.20      300   0.9868 

 

0.05      360   0.9565 

 0.10      360   0.9809 

 0.20      360   0.9940 

___________________________ 

Note: An Excel spreadsheet program, available separately, can be used to derive other 
values, starting as we did in Exhibit 1 above with ∀ and (1- ∃) to derive n. 
 

In small samples, like those we are using for the farm service centers, it may make sense 

to look at values for ∀ that are larger, say ∀ = .10 or even ∀ = .20. Above, therefore, we have 

looked at three ∀ values (∀ = 0.05, 0.10, and 0.20). Notice the difference in power for n1 = n2 = 

n = 60 at the various ∀ levels. For the conventional ∀ = .05 level, the power is only (1 - ∃) = 

39.14%. but if we allow greater type I error, say 10%, then the power rises to (1 - ∃) = 53.5%. 

 

One last point, notice how modest the power is for the farm service centers. There is no 

avoiding that. But for the production grants, to achieve the power value of 95% shown in Exhibit 

1, the sample size for the n1 = n2 = n case would only have to be a little bit larger, n = 346 or 

rounding up 350, even with ∀ = .05.  

 

 3.3.3 Power When Treated and Controlled Samples are Unequal  
Another issue to mention concerns what happens as we vary the number of controlled 
observations, from half the number of the treatment group to twice the number of the 
treated group.  
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In what follows below we present two tables. Each varies the relationship between the 

number of treated and control cases. Table 2 assumes the number of controls to be half the 

number of treated cases. Table 3 assumes that there are twice as many controls as treated cases. 

 

Notice what happens if, as in Table 2, we cut the number of controls to n2 = (1/2)n1: the 

power of the inferences to be made about a change in poverty rates suffers, bordering when n2 = 

30 on a result that may be unacceptable.  

 

On the other hand, if affordable, doubling the number of controls makes a lot of sense, 

not only because of the better power achieved, but also because the match between treated and 

control cases is closer—a point that speaks to better protection against various kinds of failures 

in the randomization discipline.  

 
 

 Table 2. Power when Controls n2 = (1/2)n1, ∗/Φ = 25% 

Type I error = ∀   n2 = (1/2)n1  Power = (1 - ∃) 

 0.05       30   0.2992 

 0.10       30   0.4351 

 0.20       30   0.6089 

 

0.05      150   0.8038 

 0.10      150   0.8885 

 0.20      150   0.9514 

 

0.05      180   0.8630 

 0.10      180   0.9275 

 0.20      180   0.9711 

  ______________________________________________ 

Note: The Excel spreadsheet program, that is available separately, can be used to derive 
other values of n2. These can be smaller than n2 = n1, as in this case, or even larger. The 
power values for n2 = 2n1 are given in Table 3 below.  
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Of course, the increase in power of a control group larger than n1 is not great. Usually 

doubling the control group is intended to increase the representativeness of the testing being 

done. We cover this more in the next subsection, where attention turns to the practical value of 

the experimental results, as distinct from whether the control and treated cases are statistical 

significantly different. 

 

  Table 3. Power when Controls n2 = 2n1, ∗/Φ = 25%   

Type I error = ∀   n2 = 2n1  Power = (1 - ∃) 

 0.05       120    0.4746 

 0.10       120    0.6178 

 0.20       120    0.7702 

 

0.05       600    0.9707 

 0.10       600    0.9879 

 0.20       600    0.9965 

 

0.05       720    0.9871 

 0.10       720    0.9952 

 0.20       720    0.9988 

    ______________________________________________ 
Note: The Excel spreadsheet program, which is available separately, can be used to derive other values of 
n2. These can be smaller than n1,as was the case of Table 2, or better yet larger than the values shown here 
in Table 3. Bias reduction can be the main vale of more controls, allowing for closer treatment/control 
matches. This feature is not, however, being captured in the table.   
 
 

 3.3.4 Some Loose Ends  
When we are dealing with modest sample sizes, as has already been pointed out, the 
matching protection against biases caused by unobservables could be a factor of more 
than normal concern.  
 
 
There is a need during program execution to maintain the agreed-upon protocols. Without 

that commitment, the inference value of any results obtained becomes uncertain. Now, 

mathematical models are a construct from the ideal world and virtually never hold in practice in 
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the real world. How do we link this common sense observation with what has just been said 

about power?  

 

Statisticians characterize this gap between theory and practice “robustness.” Robustness, 

as used by statisticians, is a term of art that means the degree to which a statement remains true 

even if the assumptions that are supposed to hold turn out to be wrong. Ideally, also, when 

employing a procedure that might be flawed, there would be an accompanying diagnostic that 

could be used to identify problems and even calibrate the results. Regression techniques are an 

example of one such method, with their accompanying graphical diagnostics.  

 

Does this mean that we can relax the process and still get the power we expect? The 

answer is “No,” emphatically. Still, in planning for the randomization, allowance has to be built 

in for possible breakdowns in the discipline of the process. One may have wanted n1 = n2 = n. If 

there were a slightly smaller number of controls, the process would still be valid but there would 

be a loss in power and consequently in the usefulness of the inferences made. 

 

How do we build in the possible departures from the ideal? Well, most importantly, 

procedures need to be set up to make it hard to make such mistakes. Monitoring should be close 

and frequent, so that if deviatons occur they are stopped promptly and remedied immediately, if 

that can be done, or an adjustment made during the analysis, if it cannot. 

 

In human experimental settings, there can be a drift away from established protocols. If 

these are kept small and caught quickly and discipline restored, then the power calculations 

given here may be roughly right. Usually, however, the deviations reduce the planned power, 

flattening out differences between treated and control groups. If care is not taken, therefore, the 

result desired may be obscured by an accumulation of (seemingly small) measurement errors. 

 

 3.3.5 Some Initial Recommendations 
Two recommendations seem worth making. First, as many controls as possible should be 
used, provided that they are inexpensive. Second, close and regular observation of the 
context in which the treated and controlled cases operate is needed to keep deviations 
from the ideal small and infrequent, in order to better model any deviations and thereby 
minimize any residual bias or variance effects.  
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The controls for the first year could become treated cases later. Considerably later, if 

possible. Recycling control cases as treated ones needs to be carefully managed, as it could steal 

power needed later at the inference stage. 

 

Close and regular observation of the context in which the treated and controlled cases 

operate is essential by the evaluation team. Deviations must be kept small; otherwise power 

calculations of the sort given here will be very hard to give meaning to.  

 

 The fact that the number of selections initially will be small makes this extra attention 

possible—a crucial design decision that should be maintained at all costs. ADA staff—both the 

expatriates and the Georgian staff—will be learning as they go along, as is true with any new 

program. Those with experience need to see what is new in this setting; otherwise they may be 

“fighting the last war.” 

 

Already mentioned is the desirability of developing diagnostics that reveal the degree to 

which the limitations introduced at implementation may be a factor at the inference stage. 

Employing alternative matches may expose some of these sensitivities. Adding extra treatment 

and control cases where the most interesting results may be found could be cost effective, if this 

need can be anticipated ahead of time.  

 

 

4. Baselines and Ongoing Data Collection 
 

 The Georgian Government’s Department of Statistics (DS) conducts a strong, if 

underfunded, official statistics program. The basic recommendations, therefore, to carry out the 

evaluations set out above include overall sample size increases for its agricultural and household 

surveys. Also addressed are ways to increase ease of use and limited targeting of the surveys for 

the evaluation. Two data collections by private survey organizations are proposed as well.  
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 4.1 Existing Survey and Census Datasets 
The existing Department of Statistics (DS) population and agricultural censuses of 2002 
and 2004, respectively, are quite good as starting points for an evaluation of the 
MCC/MCG interventions planned along the S-J Road and in the ADA program. The DS 
household survey, in existence in essentially the same form since 1996, is another 
excellent data source that we intend to mine for the evaluation. Its only major weakness is 
that it is too small, something that will be remedied going forward (see Subsections 4.2 
and 4.3). Other important data sources have been located and will be used, although less 
intensively (see Subsection 4.3). 

 
 

The Department of Statistics has the ability to provide electronically over a hundred 

tables for each of the 4,000 or so Georgian villages from a combination of its 2002 population 

and 2004 agricultural censuses.17 We recommend that the data be obtained and mined in Phase II 

of this project. To check the data for their fitness for this use, a review is planned that will 

consist of testing the data for internal consistency and checking on documentation gaps (see 

Subsection 4). 

 

 It is recommended here that a “turnkey” access system be set up to get analysis work 

done on these data. Early wide availability18 to DS, MCC, MCG and even ADA would seem 

desirable. The more these data are used, the better their limitations will be understood and the 

greater value they will supply, initially descriptive but eventually inferential.  

 

The existing quarterly household survey is another sources that should be virtually ready 

for use as is, once it is checked. Since quarterly data from that source go back to 1996, this 

survey will be of real importance in the evaluation. Some work on adding village coding 

comparable to that in the 2002 Census will be needed. A review of survey data quality would be 

carried out in 2007 and the creation of English documentation may be needed on some aspects. 

Later on in this report we recommend a large increase in the size of this survey to strengthen 

evaluation efforts (see Subsection 4.2). 

 

                                                 
17 The agricultural census excluded only the five largest cities: Tbilisi, Batumi, Poti, Kutaisi, and Rustavi. 
18 Certainly DS assistance would be crucial since they have researched problems identified in the 2002 Census 
questions that could affect MCC interpretation and use (See Section 5.)  
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Other data sources also exist that may be of value in the evaluation effort. It is likely that 

not all of these have been found yet. To date, though, we have collected data and reference 

materials for Georgia from international multi-lateral and bi-lateral donor organizations (e.g., 

United States Agency for International Development, European Bank for Reconstruction and 

Development, International Monetary Fund, World Bank) and from Georgian government and 

private sector sources (e.g., for the geographic information system data discussed in Section 2). 

A full list of the data sources so far located can be found in Appendix 1. 

 
 4.2 Implement with DS Required New Samples  
 Already DS has been asked to cost a considerable increase in the household and, to a 
 lesser extent, the agricultural surveys they run quarterly. These extra cases, if approved, 
 would be added to the analysis database as soon as possible—maybe being collected by 
 the second quarter of 2007.  
 

Extensive discussions with DS have now been held and the evaluation team has asked for 

cost estimates for doubling the household survey outside the big cities.19 We are not sure that this 

sample is large enough in specific districts, however. Our recommendation, therefore, is that this 

minimal increase be undertaken with further DS design work perhaps adding other sample 

selectively. Some of these additional sample selections would be along the S-J road, for example, 

with a few others added potentially to support the ADA evaluation.  

 
 The evaluation team was greatly impressed by the planned new quarterly agricultural 

survey. At this time we do not recommend an across-the-board sample increase, however, for 

that survey, unlike our recommendation for the household survey. Instead, we have asked for and 

now obtained initial cost estimates for a selective increase in sample size in major agricultural 

districts so that estimates from these would be both representative and reliable enough for 

publication on their own. Depending on the location of the ADA projects, we may recommend 

that a few additional districts be added for supplemental sampling. 

 
 
 4.3 Enhance DS’s Existing Data Collection Instruments 
 The existing DS survey and census instruments are quite good, as is, for most evaluative 
 purposes, although extra questions on the nature of the main road may be required. The 

                                                 
19 This would mean doubling the sample in the approximately 60 districts outside the big cities. See Working Note 
5, “DS August Minutes.” 
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 evaluation team may also play a role in the redesign of the 2010 Censuses of agriculture 
 and population, both to be conducted together this time. Pilot efforts will be done for the 
 population census in 2007 and for the agricultural census in 2008 and participation is 
 highly recommended. 
 
 

Household Survey: The DS Household survey is expected to provide much of the 

evaluation data needed for both the S-J Road and ADA.20 That survey already covers quite well 

household income and expenditures from a variety of sources (property, employment, 

remittances, etc.), with a strong emphasis on agriculture, as well as living conditions, health, and 

education. It also includes questions about use and cost of transportation and access to services.  

 

The evaluation team will review the existing survey to identify indicators that can be used 

for the impact evaluation and propose a limited number of additional questions (no more than 

two or three each quarter) to address specific needs of the evaluation. As noted already, we 

recommend that DS be asked to oversample in the project areas. DS is developing estimates of 

the cost of these proposed changes.  

 

Population and Agricultural Censuses: As noted earlier, DS baseline data will come, in 

part, from the 2002 Census, which collected basic demographic data (including ethnicity and 

primary language) and housing, employment, and education information. It also included a 

section for emigrants, with questions on country of residence, reason for emigrating, and 

financial flows. The 2004 Agricultural Census will also be used as a source for baseline data on 

rural land tenure and types and area of crops grown. These will probably be among the topics we 

cover in some of the proposed baseline publications (see Subsection 4.3). 

 

The next Population and Agricultural Censuses will both take place in 2010 (within the 

Compact period of April 2006 – April 2011), which makes them useful tools for the evaluation. 

The evaluation team will review the technical assistance currently being provided by donors21 for 

these 2010 Censuses. The DS plans to conduct a pilot of the Population Census in 2007 and the 

Agricultural Census in 2008. At a minimum, the evaluation team will ask to observe these pilots. 

                                                 
20 See Working Notes 6 and 7, “Evaluation Factors and Concerns.” 
21 For example, the United Nations Population Fund, FAO and USDA. 
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Agricultural Sakrebulo Survey: The DS also conducts a quarterly survey of 20,000 

households (20 households in 1,000 sakrebulos). The DS is developing a completely new survey 

instrument and sample to collect agricultural data on a regular basis. The instrument here is quite 

promising for tracking changes in the agricultural sector, even though because the redesign is so 

recent this new vehicle cannot be use to baseline the sector.22  

 

Business Survey: The DS currently surveys businesses both quarterly and annually. All 

large and medium non-financial businesses and a sample (35%) of small businesses are selected 

each quarter. However, like the Agricultural Sakrebulo Survey, the DS is developing a 

completely new survey to collect business data on a regular basis. We are awaiting further 

information from DS before making any recommendations on the use of this survey.  

 
 4.4 Develop Two New Surveys  
 A proposed repeat of the Rural Community Infrastructure Survey is recommended, since 
 it worked so successfully as part of a 2002 World Bank evaluation similar to that we are 
 proposing for the S-J Road Project. We recommend another survey, more modest in 
 scope be developed as part of the ADA evaluation.  
 
 

In addition to the existing DS data collection instruments, the evaluation team also 

proposes to conduct two surveys, at least, at the beginning and end of the evaluation. Private 

Georgian survey firms would carry out the survey work; the evaluation team will analyze the 

data initially. 

 

Adaptation of the Rural Community Infrastructure Survey: The Rural Community 

Infrastructure Survey was originally conducted in 2002 in order to assess the efficiency of the 

investments made by the Georgian Social Investment Fund (GSIF). The surveyors conducted 

group interviews of village residents selected based on their likely ability to answer the 

questions. The RCIS includes basic demographic questions (including ethnicity and emigration) 

as well as questions about the effect of infrastructure projects on community well-being. As a 

                                                 
22 In the CD, available separately, this new instrument is provided along with the existing instruments for the 
quarterly household survey, the 2002 Population Census questionnaire and the 2004 Agricultural Census 
questionnaire. See also Section 4 for a discussion of the limited evaluation uses we recommend for this new vehicle. 
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control group, RCIS used data from the DS household survey on villages in which there were no 

GSIF investments. 

 

 The evaluation team proposes that survey be carried out along the S-J road corridor in 

Kvemo-Kartli and Samtskhe-Javakheti and, for a control group of about equal size in similar 

villages elsewhere in rural Georgia. The questionnaire will need to be slightly revised to focus 

more tightly on road-related impacts and the scope broadened to include towns and small cities.  

 
ADA Enterprise Initiative Survey:23 The evaluation team proposes to survey both direct 

participants (grant recipients) and non-participants as part of the evaluation of the impact of 

ADA. Non-participants include three groups: (1) the control group established through the 

randomization step of the beneficiary selection process; (2) rejected applicants (i.e., those who 

do not score high enough on the initial evaluation to be included in the randomization pool); and 

(3) non-applying primary producers and value-adders from the same geographic locations as 

applicants. 

 
This survey will be designed primarily to measure indirect impacts of the ADA program 

such as additional jobs created at businesses serving grant recipients (i.e., through backward and 

forward linkages) or technology transfer as the result of spillover effects.24 The evaluation team 

expects that, while many of the direct impacts will be more efficiently captured through CNFA 

and MCG’s program monitoring system, the impact evaluation will nevertheless need to measure 

these as well.25  

 
 4.5 Develop and Implement Full Data Quality Metadata System at DS 
 To service the analytic uses of the existing and new data, a modern metadata system will 
 be built for the project. The cost here would be modest to create and maintain. For best 
 results, this should be linked with the GIS and survey/census data directly. Online 
 tabulators and other routine statistical subroutines (e.g., variance calculators) can be 

                                                 
23 This survey is currently intended as part of the evaluation of the Enterprise Initiative, but may be altered to 
include questions relevant to other ADA components, if appropriate. 
24 See Working Note 6, “ADA: Evaluation Factors and Concerns.” 
25 In the ADA Inception Report, CNFA states that it expects to directly benefit more than 50,000 people: “based on 
the assumptions that each Farm Service Center will service a minimum of 725 farmers (50,750 total), that each 
enterprise receiving a grant will employ an average 20 people (3,000 total).” These numbers are small enough that 
the DS surveys would be insufficient on their own to provide evaluative data with sufficient sample size to have 
enough statistical power to detect significant differences between unaffected groups or groups affected (directly or 
indirectly).  
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 included too, albeit at a greater cost. Again, even just for MCG, DS, or MCC uses these 
 enhancements could more than payoff in greater and more expert use of the data.  
 

 To accompany the databases being created for baseline analyses and to facilitate updates 

as each new DS survey becomes available, a modern computerized documentation or metadata 

system should be secured and used. It is far and away the least expensive of available traditional 

alternatives and prevents organizational memory loss when people leave a project, as we 

understand recently happened with the DS household survey.26  

 

There are many commercial metadata products, including several that NORC currently 

uses. One we highly recommend be looked is Nesstar. For personnel who simply want a quick 

tally of the data, routine macros can be created, purchased, or leased. These macros are called 

online tabulators and, while sometimes pricey, low- to medium-end versions are well worth the 

expense for routine information enquiries. Nesstar has such a tabulator.  

 

Not recommended for general use but worth considering with DS is specialized statistical 

software that can calculate, for example, sampling variances. The evaluation team has access to 

this kind of software for its own use. Purchasing it for this project will, therefore, not be needed, 

unless this software was to be part of a general technology transfer/capacity building activity. 27 

 
 4.6. Prepare for and Conduct Field Data Quality Audits of Evaluation Data  
 The key to high quality is to have an ongoing system involving careful pilots of all 
 changes, strong metadata (communication, etc.) structures, and near real time analysis of 
 new datasets, as they emerge. The overall system, as a whole, must be auditable too—a 
 concept that everyone says they have achieved but usually when put to the test nearly 
 every system fails at least initially. Hence the evaluation team will begin an early round 
 of audits and create feedback loops so that we converge to a system that in the end 
 “passes with flying colors.” 
 

                                                 
26 Currently NORC is using an excellent metadata package, called Nesstar (Networked Social Science Tools and 
Resources). Nesstar is an IT development that aims at making access to available data more easy. The user can: 
search the data catalogue of one or several archives in one step; browse the metadata for a selected data set; make 
some simple analyses on line; download data and documentation for deeper analysis; and under the supervision of 
an access control mechanism allows for the usual authorization procedures.  
27 No cost information for this software has been included. We recommend that the Nesstar software already being 
used by NORC be tried out in the Georgian context and a decision about what to purchase or lease made later. 
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There is a major need to test the quality of data outputs from the processes created to 

carry out the evaluations plus the ones that DS has already in place. To the extent possible, these 

processes or systems need to be error free. That way later inspection steps can be modest in 

scope and inexpensive to perform. Essential to keeping the cost of the audit low is that the work 

be auditable. In many situations, this simple dictum cannot be met. Errors can be found but their 

root causes and, hence, sometimes the full consequences of mistakes remain unknown and 

arguably unknowable without doing a 100% inspection. 

 

Within the context of the evaluation of the S-J Road and ADA impacts, the methods 

already recommended for Phase II should suffice.28 What is lacking is someone to examine the 

entire process and notice places where still more improvements could (and even should) be 

made. This is the auditor’s role and can be performed by a well-trained third party or by a 

statistician from NORC or the Urban Institute, This person must be one who neither set up the 

procedures nor carried out any of the work. 

 

Anticipating that this will be a high standard to meet, the audit might have two 

components to it: a conformance-to-requirements portion while the work is going on and a 

fitness-for-use component when a task is over. The conformance-to-requirements audits can be 

nearly contemporaneous and regular. The fitness-for-use audits would be held less often. The 

production of annual reports, such as those mentioned in Subsection 4.7 would be an integral 

part of this quality assessment. 

 

As a first step, the evaluation team will perform a rapid assessment of the current systems 

in place at DS, followed by a series of meetings with stakeholders to determine their needs. The 

assessment report will form the basis for designing next steps in the process. 

 
 
 4.7 Develop Evaluative Statistical Summaries  
 As time goes on, the requested data for the evaluations will be sufficient, at some 
 (perhaps initially low) power, to be able to pick up whether the new interventions are 
 working. Qualitative results might also be sought to accompany the quantitative results 

                                                 
28 In particular, the DS and other data sets brought together and the accompanying carefully supported metadata 
systems for each of the inputs and how they are to be used. 
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 emphasized here. These qualitative outcomes would be crucial if an early assessment, say 
 in two years, were to be the target. No promises though. But an effort might still be 
 useful.  
 

Preliminary baseline reports will be available as early as the spring of 2007 and several 

would be prepared in final by the end of Phase II (December 2007). The evaluation team 

proposes to build into the design some early analyses of data (e.g., by the end of Year 2) to serve 

as input into potential midterm corrections.  

 

These preliminary analyses are likely to rely on data primarily from the DS Household 

Survey, Agricultural and Population Censuses data and ADA program monitoring. A limited 

amount of qualitative data collection, such as elite interviews with government officials (e.g., 

Sakrebulo chairs), service providers (e.g., school or clinic directors), and key business owners 

(e.g., the five largest employers in Samtskhe-Javakheti and Kvemo Kartli), could also be useful 

in preparing an early assessment of the Compact interventions. 

 

5. Capacity-Building Recommendations 

 

Capacity-building is an important part of the proposed design for the impact evaluation, 

in part because DS will need assistance simply in order to carry out the data collection, but more 

importantly in order to develop sustainable capacity of DS. The evaluation team therefore 

proposes that DS not only conduct a significant portion of the additional data collection, but also 

that it conduct analyses jointly with the team. The capacity-building effort required will be 

substantial in terms of both technical assistance and training and technology and these inputs are 

reflected in the proposed budget. Finally, note that, in the interests of objectivity and credibility, 

the final analysis of the overall impact of the programs will be conducted solely by the 

evaluation team. 

 

1. Advisory Group: The evaluation team proposes establishing an advisory group of 

primarily Georgian data users and analysts whose role would be to promote the sustainability of 

the capacity building and the evaluation process beyond the end of the Compact period. This 

advisory group will help to identify areas where Georgian stakeholders (e.g., DS) can early take 
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on more of the analysis and data collection, as well as explore areas in which additional technical 

assistance is needed before transition. For other outreach activities, see Section VI. 

 

2. Georgian evaluation team member: The evaluation team proposes hiring a qualified 

Georgian statistician as an additional evaluation team member to work directly with DS. He or 

she would play a major role in the DS data review steps and GIS integration efforts described 

above and would be a catalyst in the technology transfer effort. 

 

3. Data systems and audits: The evaluation team proposes purchasing and installing at DS 

several components of a comprehensive data system and training users. These would include (1) 

a “turnkey” access system to provide access to relevant data for DS, MCC, MCG and even ADA, 

as appropriate; (2) the Nesstar metadata system; and (3) a medium-end online tabulator. In 

addition to training, ensuring the sustainability of these capacity enhancements requires that the 

evaluation teams also provide technical assistance in creating an auditable system. To achieve 

this, the evaluation team proposes instituting early rounds of audits to provide feedback on 

auditability for further development of the system. Such an audit might have two components to 

it: a conformance-to-requirements portion while the work is going on and a fitness-for-use 

component when a task is over. The conformance-to-requirements audits can be nearly 

contemporaneous and regular. The fitness-for-use audits would be held less often. 

 

4. Survey revisions: In addition to the changes to the Household and Agricultural surveys 

described above, the evaluation team also recommends participating in revising the DS 2010 

Population and Agricultural Census data collection instruments (in coordination with other 

donors), so that they can be used in the evaluations of the MCC/MCG efforts at the end of the 

Compact period. 

 

5. Joint analyses: The evaluation team proposes that many of the analyses be carried out 

jointly with DS. Initially, these would be descriptive reports, relying on the baseline and early 

time-series data collected by DS and ADA. For example, an early publication effort would be 

modest in size, employing on the new graphical dimensions of the GIS-coded data to display 

what is already familiar to Georgians but in ways not looked at systematically before. This might 
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be initially a paper report but, ideally eventually a web-based product that might have both static 

and dynamic elements. Later publications are envisioned, but the evaluation team’s role in 

producing these would diminish over time as Georgian counterparts became comfortable with 

this new toolkit. The evaluation team member sitting at DS would be a catalyst in this 

technology transfer effort, but by 2008 would have begun to shift to other duties consistent with 

the tasks outlined in this report. 

 

6. Analysis of Capacity-Building Efforts: At the end of Phase II (December 2007), the 

evaluation team will assess the results of capacity-building efforts to date and produce a report 

for MCC. This report will be an important aspect of the evaluation team’s monitoring of the 

ongoing data collection process in order to identify and resolve emerging issues. 

 

6. Outreach  

 
The evaluation team proposes three types of outreach sessions. The first, for MCG and 

MCG contractors (e.g., CNFA), DS, other central government officials and staff (e.g., from the 

Roads Department of the Ministry of Economic Development), local academics, and 

development professionals will be designed to introduce the basic concepts of impact evaluation 

and the approach approved by MCC for the Georgia evaluation in particular. These could be 

conducted as early as the first evaluation team trip to Georgia for Phase II (tentatively planned 

for November 2006). 

 

The second type of outreach session will be conducted for MCG and its contractors, DS, 

and appropriate central government officials and staff. The goal of these sessions will be to 

ensure that all stakeholders contributing data understand how the information is being used and 

what kinds of analyses might be available in a preliminary report intended as input for midterm 

corrections. Such sessions might also function as working meetings to discuss any access or 

quality issues with the data provided. 

 

Finally, the evaluation team proposes that a series of working meetings be held with the 

potential users of the GIS data—MCG, DS and other government agencies—to build capacity 
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and begin to develop additional uses for the GIS databases that will be created for the evaluation. 

These will ensure that the benefits of the evaluation process are sustainable even after the 

Compact period ends. As MCC noted in the RFQ, this is of particular importance with respect to 

the S-J Road as impacts are expected to continue well beyond the Compact period.  

 

7. Project Timeline 
 

To move the process along smoothly the recommendations made might be taken up and 

considered in the order listed below. Those with the longest lead-times (like DS survey 

enhancements) come first, those involving early products, like the baseline activities, come next. 

Here we include the GIS set up activities. The rest of the activities have been sprinkled 

throughout for workload leveling. Five quarters are shown. These are the quarters in which an 

activity ought to start. Some of the work called for can be completed in the same quarter it is 

initiated. Other tasks continue for more than one quarter. All the recommendations are listed as 

written in the sections above, thus affording a convenient summary. The sequencing does not 

have any significance as to relative importance.29  

 

Four trips are currently scheduled for the evaluation team and appear in the table below; 

additional trips may be added as necessary. Note that there will also be up to four randomizations 

carried out with ADA—the first in October 2006 and the rest currently unscheduled. 

Task Timeline  

1 
Review the quality and timeliness of the road quality data. If the 
data is not appropriate for evaluation purposes, an alternative may 
be needed. 

November 2006 

2 Evaluation team trip to Georgia. November 2006 

3 
Review the data documentation and quality of the just-obtained 
DS 2002 General Census, 2004 Agricultural Census, and the 
Household Surveys since 1996. 

November 2006 

4 Hire (with input from DS) a suitable Georgian with good IT skills 
to help carry out the work outlined here. November 2006 

5 

Working with the ADA program, support the DS design work to 
selectively supplement the agricultural survey, making a final 
decision in order to begin interviewing additional cases before the 
growing season is fully underway.   

November 2006 

Quarter 4 
2006 

                                                 
29 Note that the schedule assumes that Georgian counterparts will be less available during much of January and 
August. 
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6 Finalize size of household sample increase so that extra cases can 
begin being added by no later than next March or April. November 2006 

7 Bring together and GIS code the DS population, agricultural data, 
and road quality data at the village level. December 2006 

 

8 Set up a turnkey access system for these data for use by MCC, 
DS, MCG, ADA, and the evaluation team. January 2007 

9 Train users on Nesstar, tabulator, and access system. February 2007 

10 Evaluation team trip to Georgia. February/March 
2007 

11 Work with ADA on designing ADA survey.  February 2007 

12 Recruit members for advisory group of data users and analysts to 
advise on transitioning evaluation tasks to Georgian counterparts. March 2007 

113 Conduct quick assessment of audit-related systems for DS. March 2007 

Quarter 1 
2007 

14 Produce quick assessment report on DS auditability. April 2007  

15 

Participate in revising DS 2010 Census data collection 
instruments (in coordination with other donors), so that they can 
be used in the evaluations of the MCC/MCG efforts at the end of 
the Compact period. 

April 2007 

16 Evaluation team trip to Georgia. May 2007 
17 Carry out first audit.  May 2007 
18 Publish the first prototype publication with DS. May 2007 

19 
Work with DS to add a limited number of questions to the 
Household Survey and to jointly analyze with them that survey. 

June 2007 but 
maybe done 
much earlier 

Quarter 2 
2007 

20 
Adapt the existing RCIS survey instrument and hire a private 
sector Georgian firm to conduct the survey along the S-J road 
corridor and for a suitable control group. 

July 2007 

21 
Develop a survey of ADA Enterprise Initiative participants and 
non-participants to capture both direct and indirect impacts of the 
program. 

July 2007 

22 Evaluation team trip to Georgia. September 2007 
23 Publish the second prototype publication with DS. September 2007 

24 Collect and begin preliminary analysis of household survey and 
ADA program monitoring (for midterm assessment in Phase III). September 2007 

Quarter 3 
2007 

25 Evaluation team trip to Georgia. October 2007  

26 Hire a private sector Georgian firm to conduct the ADA 
Enterprise Initiative Survey. October 2007 

27 Publish the third prototype publication with DS. November 2007 
28 Produce three or more final baseline reports. December 2007 
29 Complete Phase II Capacity Building Assessment. December 2007 

30 
Collect and begin preliminary analysis of a limited amount of 
qualitative data for both the S-J Road and ADA (for midterm 
assessment in Phase III). 

December 2007 

Quarter 4 
2007 

 
 

Note that the evaluation team expects to revise the schedule following the November 

2006 trip in order to reflect better information on capacity of counterparts to participate in the 
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scheduled activities. In general, some activities may be pushed back as much as month; some, of 

course, may turn out to be less labor-intensive and be completed earlier than expected.  

 

8. Evaluation Team Budgets 
 

See attached budgets.  
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Appendix A 
Georgia Data Sources 

 
* ACDI/VOCA. “Assessment of Policy, Legal and Regulatory Constraints Affecting 
Agribusiness in Georgia.”  U.S. Agency for International Development. 
 
* Bird, Roger. 2004. “Stimulating Economic Productivity in Georgia.” ACDI/VOCA Discussion 
Paper. Tbilisi, Georgia: U.S. Agency for International Development.  
 
* CHF International – Georgia. 2005. “Socio-Economic Inventory Assessment.” Tbilisi, 
Georgia: U.S. Agency for International Development. 
 
* CNFA. 2006. “CNFA Agribusiness Development Activity: Inception Report.” Millennium 
Challenge Georgia Fund. Tbilisi, Georgia. 
 
* European Bank for Reconstruction and Development. 2004. “Strategy for Georgia.” London, 
UK. 
 
* Food and Agriculture Organization of the United Nations Food Security Programme Phase II. 
2005. “Programme Workplan for the Republic of Georgia” 
 
* George, Susan M., Andreas Billmeier, Shuang Ding, Konstantin Fedorov, Irene Yackovlev, 
and Joerg Zeuner. 2006. “Georgia: Selected Issues.” IMF Country Report No. 06/170. 
Washington, DC: International Monetary Fund. 
 
* GORBI. 2006. “Baseline Survey of SLAAR2 EP Sustainable Livelihoods in Adigeni and 
Adjacent Regions In-Depth Interview Summary Report.” Department for International 
Development. Care International UK, Tbilisi, Republic of Georgia. 
 
* GORBI and the State Department for Statistics of Georgia. 2003. “Survey on Rural 
Settlements’ Infrastructure.” Tbilisi, Georgia. 
 
* GORBI and the State Department for Statistics of Georgia. 2003. “Survey on Rural 
Settlements’ Infrastructure: Questionnaire.” Tbilisi, Georgia. 
 
* Heron, Lena, Robert Lee, and Marcus Winter. 2001. “Georgia Agricultural/Agribusiness 
Sector Assessment.” Tbilisi, Georgia: U.S. Agency for International Development.  
 
* International Finance Corporation. 2004. “Business Environment in Georgia, As Seen By 
Small and Medium Enterprises.” Canadian International Development Agency. Washington, DC: 
World Bank. 
 
* Kocks Consult GmbH in association with Designing and Consulting Company BT Ltd. 2006. 
“Samtskhe-Javakheti Roads Rehabilitation Project: Interim Environmental Impact Study 
Report.” Millennium Challenge Georgia Fund Grant # 609g. Tbilisi, Georgia. 
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* Kocks Consult GmbH in association with Designing and Consulting Company BT Ltd. 2006. 
“Samtskhe-Javakheti Roads Rehabilitation Project: Interim Feasibility Study Report.” 
Millennium Challenge Georgia Fund Grant # 609g. Tbilisi, Georgia. 
 
* Lokshin, Michael, and Ruslan Yemtsov. 2003. “Evaluating the impact of infrastructure 
rehabilitation projects on household welfare in rural Georgia.” World Bank Working Paper 3155. 
Washington, DC: World Bank. 
 
* Ministry of Economic Development of Georgia. 2004. Department of Statistics. Households of 
Georgia. Tbilisi, Georgia.*  
 
* Ministry of Economic Development of Georgia. 2005. Department of Statistics. Agricultural 
Census of Georgia 2005. Tbilisi, Georgia. 
 
* Ministry of Economic Development of Georgia. 2004. Department of Statistics. Agricultural 
Census of Georgia 2004. Tbilisi, Georgia. 
 
* Ministry of Economic Development of Georgia. 2005. Department of Statistics. 
Entrepreneurship in Georgia, 2005. Tbilisi, Georgia. 
    
Nanitashvili, Tamara. 2004. “Baseline Household Food Economy Assessment in Georgia.” 
World Food Programme, Republic of Georgia.  
 
Road Department of the Ministry of Infrastructure and Development. 2004. Georgia Secondary 
and Local Roads Project: Environmental Assessment, Volume 1 of 2. Tbilisi, Georgia.  
 
* State Department for Statistics of Georgia. 1999. “Household Questionnaire.” Tbilisi, Georgia. 
 
State Department for Statistics of Georgia. 2002. Energy Balance of Georgia 2001. Tbilisi, 
Georgia.  
 
State Department for Statistics of Georgia. 2003. Georgian Industry in Figures 1913–2002. 
Tbilisi, Georgia.  
 
State Department for Statistics of Georgia. 2003. Major Findings of First General National 
Population Census of Georgia in 2002. Tbilisi, Georgia.  
 
* Synovate. 2005. “The Business Environment and Enterprise Performance Survey (BEEPS) 
2005: A brief report on observations, experiences and methodology from the survey.” London, 
UK: European Bank for Reconstruction and Development.  
 
Synovate. 2005. “The Business Environment and Enterprise Performance Survey (BEEPS) 2005: 
Dataset (Stata Format).” London, UK: European Bank for Reconstruction and Development. 
 
                                                 
* Note that Georgian-language citations will be added later in Phase II. 
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* Synovate. 2005. “The Business Environment and Enterprise Performance Survey (BEEPS) 
2005: Questionnaire.” London, UK: European Bank for Reconstruction and Development. 
 
* Wheatley, Jonathan. 2005. “Obstacles Impeding the Regional Integration of the Kvemo Kartli 
Region of Georgia.” ECMI Working Paper #23. Flensburg, Germany: European Centre for 
Minority Issues. 
 
* Wheatley, Jonathan. 2004. “Obstacles Impeding the Regional Integration of the Javakheti 
Region of Georgia.” ECMI Working Paper #22. Flensburg, Germany: European Centre for 
Minority Issues. 
 
*World Bank. 2003. “Trade and Transport Facilitation in the South Caucasus.” Georgia Policy 
Note 34889. Washington, DC: World Bank. 
 
* World Bank. 1999. “Georgia Poverty and Income Distribution, Volume 1.” Economic Report 
19348. Washington, DC: World Bank. 
 
* World Bank. 1999. “Georgia Poverty and Income Distribution, Volume 2.” Economic Report 
19348. Washington, DC: World Bank. 
 
* World Bank. 2005. “Trade, Transport and Telecommunications in the South Caucasus: Current 
Obstacles to Regional Cooperation.” World Bank Working Paper 35372. Washington, DC: 
World Bank. 
 
* Zhu, Shu-Hong. 1999. “A Method to Obtain a Randomized Control Group Where it Seems 
Impossible: A Case Study in Program Evaluation.” Evaluation Review 23(4): 363–377. 
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Appendix B 
Georgia Evaluation Bibliography 

 
 
I. Impact Evaluation – Overview 
 
Baker, Judy L. 2000. “Evaluating the Impact of Development Projects on Poverty: A Handbook 
for Practitioners.” World Bank, Washington, DC. 
 
Chase, Robert S. 2002. “Supporting Communities in Transition: The Impact of the Armenia 
Social Investment Fund.” World Bank Economic Review, 16(2): 219–240. 
 
Chen, Shaohua, and Martin Ravallion. 2003. “Hidden Impact? Ex-Post Evaluation of an Anti-
Poverty Program.” World Bank Poverty Research Working Paper 3049. Washington, DC: World 
Bank. 
 
Fields, Paul. 2006. “Statisticians and the Millennium Development Goals.” Paper presented at 
the annual Joint Statistical Meeting of the American Statistical Association, the International 
Biometric Society (ENAR and WNAR), the Institute of Mathematical Statistics, and the 
Statistical Society of Canada, Seattle, August 6 - 10, 2006. 
 
Fitch, David J. 2006. “A Role for Experimental Evaluation in Efforts to Achieve Millennium 
Development Goals.” Paper presented at the annual Joint Statistical Meeting of the American 
Statistical Association, the International Biometric Society (ENAR and WNAR), the Institute of 
Mathematical Statistics, and the Statistical Society of Canada, Seattle, August 6 - 10, 2006. 
 
Grosh, Margaret, and Paul Glewwe, eds. 2000. Designing Household Survey Questionnaires for 
Developing Countries: Lessons from 15 years of the Living Standards Measurement Study, 
Volumes 1–3. Washington, DC: The World Bank. 
 
Gueron, Judith M., 2002. “The Politics of Random Assignment: Implementing Studies and 
Impacting Policy.” In Evidence Matters: Randomized Trials in Education Research, F. Mosteller 
and R. Boruch, eds. Washington, DC: Brookings Institution Press. 
 
Heckman, James, Hidehiko Ichimura, and Petra Todd. 1998. “Matching as an Econometric 
Evaluation Estimator: Evidence from Evaluating a Job Training Program.” Review of Economic 
Studies 64(4): 605–654. 
 
Heckman, James, Hidehiko Ichimura, Jeffrey Smith and Petra Todd. 1998. “Characterizing 
Selection Bias using Experimental Data.” Econometrica 66(5): 1017–1099. 
 
Howell, Embry M. and Alshadye Yemane. 2006. “An Assessment of Evaluation Designs: Case 
Studies of 12 Large Federal Evaluations.” American Journal of Evaluation 27(2): 219–236. 
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Prennushi, Giovanna, Gloria Rubio, and Kalanidhi Subbarao. 2002. “Monitoring and 
Evaluation.” In A Sourcebook for Poverty Reduction Strategies, edited by Jeni Klugman (105–
130). Washington, DC: World Bank. 
 
Ravallion, Martin. 2005. “Evaluating Anti-Poverty Programs.” Development Research Group, 
World Bank, Washington, DC. The World Bank Economic Review 15(1): 115–140. 
 
Ravallion, Martin. 2001. “The Mystery of the Vanishing Benefits: An Introduction to Impact 
Evaluation.”  
 
Rosenbaum, Paul R. 2002. Observational Studies, 2nd ed. New York: Springer-Verlag. 
Savedoff, William D., Ruth Levine, Nancy Birdsall, Co-Chairs. 2006. “When Will We Ever 
Learn? Improving Lives Through Impact Evaluation.” Report of the Evaluation Gap Working 
Group, Center for Global Development, Washington, DC. 
 
Scheuren, Fritz J. 2006. “Statistics and the Millennium Development Goals: Government 
Statistics.” Session discussant at the annual Joint Statistical Meeting of the American Statistical 
Association, the International Biometric Society (ENAR and WNAR), the Institute of 
Mathematical Statistics, and the Statistical Society of Canada, Seattle, August 6 - 10, 2006. 
 
Skoufias, Emmanuel. 2005. “PROGRESA and Its Impacts on the Welfare of Rural Households 
in Mexico.” International Food Policy Research Institute Research Report 139. Washington, DC: 
International Food Policy Research Institute. 
 
Wassenich, Paul. 2006. “The Role of Monitoring and Evaluation in Development Programs.” 
Paper presented at the annual Joint Statistical Meeting of the American Statistical Association, 
the International Biometric Society (ENAR and WNAR), the Institute of Mathematical Statistics, 
and the Statistical Society of Canada, Seattle, August 6 - 10, 2006. 
 
 
II. Samtskhe-Javakheti Roads Rehabilitation Activity  
 
Bakht, Zaid. 2000. “Poverty Impact of Rural Roads and Markets Improvement & Maintenance 
Project of Bangladesh.” Paper presented at the World Bank South Asia Poverty Monitoring and 
Evaluation Workshop, New Delhi, India, June 8–10, 2000. 
 
Chomitz, Kenneth M., and David A. Gray. 1996. “Roads, Land Use, and Deforestation: A 
Spatial Model Applied to Belize.” The World Bank Economic Review 10(3): 487–512. 
 
Cook, Cynthia C., Tyrrell Duncan, Somchai Jitsuchon, Anil Sharma, and Wu Guobao. 2005. 
Assessing the Impact of Transport and Energy Infrastructure on Poverty Reduction. Manila, 
Philippines: Asian Development Bank.  
 
Escobal, Javier, and Carmen Ponce. 2002. “The Benefits of Rural Roads: Enhancing Income 
Opportunities for the Rural Poor.” GRADE Working Paper 20. Lima, Peru: Grupo de Analisis 
para el Desarrollo. 
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Grootaert, Christiaan, with guidance from Christina Malmberg Calvo.2002. “Socioeconomic 
Impact Assessment of Rural Roads: Methodology and Questionnaires.” Roads and Rural 
Transport Thematic Group, World Bank, Washington, DC. 
 
Jacoby, Hanan G. 2000. “Access to Markets and the Benefits of Rural Roads.” The Economic 
Journal 110(July): 713–737. 
 
Hine, John, and Mike Cundill. 1994. “Economic Assessment of Road Projects: Do Our Current 
Procedures Tell Us What We Want to Know?” Paper presented at the International Workshop on 
Impact Evaluation and Analysis of Transportation Projects in Developing Countries, Bombay, 
December 13–16, 1994. 
 
Lokshin, Michael, and Ruslan Yemtsov. 2003. “Evaluating the impact of infrastructure 
rehabilitation projects on household welfare in rural Georgia.” World Bank Working Paper 3155. 
Washington, DC: World Bank. 
 
Miller, Harvey J., and Yi-Hwa Wu. 2000. “GIS Software for Measuring Space-Time 
Accessibility in Transportation Planning and Analysis.” GeoInformatica 4: 141–159. 
 
Rosero-Bixby, Luis. “Spatial access to health care in Costa Rica and its equity: A GIS-based 
study.” Social Science & Medicine 58(2004): 1271–1284. 
 
van de Walle, Dominique. 2002. “Choosing Rural Road Investments to Help Reduce Poverty.” 
World Development 30(4): 575–589. 
 
van de Walle, Dominique, and Dorothyjean Cratty. 2002. “Impact Evaluation of a Rural Road 
Rehabilitation Project.” World Bank, Washington, DC. 
 
 
III. Agribusiness Development Activity 
 
Alex, Gary, and Derek Byerlee. 2000. “Monitoring and Evaluation for AKIS Projects: 
Framework and Options.” Agricultural Knowledge and Information Systems (AKIS) Good 
Practice Note, World Bank, Washington, DC. 
 
Birkhaeuser, Dean, Robert E. Evenson, and Gershon Feder. 1991. “The Economic Impact of 
Agricultural Extension: A Review.” Economic Development and Cultural Change 39(3): 607–
650. 
 
Conley, Timothy G., and Christopher R. Udry. 2005. “Learning About a New Technology: 
Pineapple in Ghana.” Paper presented at the Productivity Growth: Causes and Consequences 
Conference of the Federal Reserve Bank of San Francisco, San Francisco, November 18–19, 
2005. 
 
Diaz, Juan Jose, and Sudhanshu Handa. 2006. “An Assessment of Propensity Score Matching as 
a Nonexperimental Impact Estimator: Evidence from Mexico’s PROGRESA Program. Journal 
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Duflo, Esther, and Michael Kremer. 2003. “Use of Randomization in the Evaluation of 
Development Effectiveness.” Paper prepared for the World Bank Operations Evaluation 
Department (OED) Conference on Evaluation and Development Effectiveness, Washington, DC, 
July 15–16, 2003. 
 
Evaluation Partnership Limited. 2005. “Impact Evaluation of Four CFC Funded Projects in 
Uganda: Final Report.” United Nations Common Fund for Commodities, Amsterdam, The 
Netherlands. 
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Gautam, Madhur. “Agricultural Extension: The Kenya Experience: An Impact Evaluation.” 
2000. Operations Evaluation Department, World Bank, Washington, DC. 
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Washington, DC: International Food Policy Research Institute. 
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Appendix C 
Working Notes 

 

Working Note 1, “Using GIS Data to Evaluate the Impact of the S-J Road” 

Working Note 2, “The GIS Resources Available in Georgia” 

Working Note 3, “Randomization in the ADA Beneficiary Selection Process” 

Working Note 4, “Power Calculations” 

Working Note 5, “DS August Minutes” 

Working Note 6, “ADA: Evaluation Factors and Concerns” 

Working Note 7, “GRDF: Evaluation Factors and Concerns and Literature Review” 
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Appendix D 
List of Existing Data Collection Instruments 

 
 
Department of Statistics Household Survey 
 
Department of Statistics General Census of the Georgian Population 2002  
 
Department of Statistics Agricultural Census  
 
Department of Statistics Agricultural Sakrebulo Survey 
 
Rural Community Infrastructure Survey 
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Appendix E 
Evaluation Team Contacts 

 
NORC/UI Team 
Fritz Scheuren, NORC 
John Felkner, NORC 
Jeffrey Silverman, NORC consultant 
Ray Struyk, UI 
Sarah Polen, UI 
Edward Guerreo, UI consultant 
 
MCG 
Mamuka Shatirishvili, M&E Director 
Giorgi Badriasvhili, M&E Coordinator 
David Jones, Project Director, Roads 
Levan Kobakhidze, Project Coordinator, Roads 
Rusudan Kacharava, ADA Project Coordinator 
 
MCC 
Celeste Tarricone, Program Officer (Georgia), M&E  
Colin Buckley, Resident Country Director (Georgia) 
Steven Anderson, Economist, M&E (Georgia) 
Ellen Moran, Managing. Director for Infrastructure  
ail Chambers, Infrastructure Program Officer 
 
Department of Statistics, Ministry of Economic Development 
George Kavelashvili, Deputy Chair, Social Statistics (HH survey) 
Tengiz Tsekvava 
Paata Shavishvili 
Manan Giorgadze 
Giorgi Kvinikadze 
Gogita Todradze 
Ekaterina Mikabadze  
 
 
CNFA 
Rod Beason, Chief of Party 
Zurab Chekurashvili, Enterprise Initiative Specialist 
Jack Swartwood, Vice President, Operations (in Georgia temporarily) 
 
ECMI 
Tom Trier, Regional Representative 
John Wright, Finance and Administration 
Andrei Khanzhin, Project Manager, SJ 
 
Roads Department, MoED 
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Eurasian Transport Corridor Investment Centre (WB PIU for Transport Projects) 
George Tsagareli, Director 
 
National Agency of Public Registry, Ministry of Justice 
Jaba Ebanoidze, Chair 
 
World Bank 
Tamara Sulukhia, Infrastructure Specialist 
Elizabeth Wang, Senior Financial Officer (based in DC) 
 
Department of Statistics, MoED 
Vladimir Magnaradze, Deputy Chair (business survey)  
George Kavelashvili, Deputy Chair (HH survey) 
 
EBRD 
Nikolay Hadjiyski, Resident Representative 
 
World Food Programme 
Thi Van Hoang, Programme Officer 
Tamara Nanitashvili, Vulnerability Assessment and Mapping Officer 
Khatuna Epremidze, Programme Officer 
 
 
Georgian Institute of Public Administration (GIPA) 
Giorgi Margvelashvili, Dean 
Keti Natriashvili, Program Manager 
 
USAID 
David Gosney, Economic Growth 
 


